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1 Introduction

The goal was to develop a grammar for German based on mutirdil principles
in the common framework of HPSG (cf. chapter 8) for deep tit@and semantic
analysis.

The core is a general domain independent competence grabased on the
notion of grammatical correctness. To be usable for Verbhibbad not only to
be extended with domain specific constructions for the Vetfihdomains of ap-
pointment scheduling and travel planning, but also to detl specific properties
of spontaneous speech. Especially the latter task presenhtanly a challenge of
how to accommodate it with criteria of grammatical corressbut also gives ri-
se to apparently conflicting requirements. On the one hdedgtammar should be
very restrictive in order to filter from word hypothesis gnagWHGSs) the correct
string to compensate recognition errors. This strateggypeoses that most of the
time speakers use language grammatically correct. On ttex band, the analysis
must be permissive enough to be able to understand evettystiingrammatical”
utterances when they occur. This seems to call for some Kinglaxing gramma-
tical constraints. But in using the grammar for generatitso a restrictive policy
with respect to correctness is required. An additional daragion arises from the
fact that the utterances are not necessarily “sentencestadly described by a for-
mal grammar buturnsandturn segmentdelimited prosodically and not necessarily
coinciding with phrases in a strict linguistic sense. Effialy in using the grammar
in a real time system poses additional restrictions.

Some of these questions regarding the analysis of spontarspeech are ans-
wered in Verbmobil by distribution of labor: so the repair date (cf. chapter 8)
accounts for e.g. restarts and auto corrections, othestgpangrammaticality are
treated in the robust semantics module (cf. chapter 8).

In the following we describe the setup and coverage of then@ergrammar
related to these issues and with respect to the Verbmolal tathe first sections
we describe lexicon and grammar. Finally, we will presestilis on the coverage
of the grammar.

2 The Lexicon

In theories like HPSG the lexicon is the most important pathe grammar since
it contains not just morphological information about thenfioof words and their
syntactic category or part of speech but also all the inféionaabout what types of
expressions can be combined with it in order to yield fullgses.



For (0) the lexicon contains the information thrmtichenhas to be combined
with ausand two noun phrases to yield a sentemdeen Termirandwir are possible
instantiations of the required NPs. In the lexical entryfefmin it is encoded that
this noun needs a determiner to be a full NP.

(1) Wir machereinenTermin aus.
we make an appointmenPART

‘We schedule an appointment.’

Besides syntactic and morphological information the lakéntries also specify the
lexical semantics of the word. Each kind of information ieafied as a type lattice.
Multiple type inheritance allows to integrate these intinguisticsign Interaction
of constraints between information types is specified bgfesence. The objects in
the lexicon are instances of specific lexical signs definmagy tclass. In addition to
types, the German lexicon employs parameterized templaesplates allow the
specification of only those properties which distinguishexécal item from others
in its class. The following entry for the nodrerminshows an example. The value
for the morphological stenSTEM), the semantic relation that is introducé&E(CN)
and for the sort in the Verbmobil ontolog@QRT) are specified as parameters of the
template forcount - noun.

(2) TERM N-NN : = @ount - noun($STEM = ' termin,
$RELN = "termn,
$SORT = time_sit_poly).

The use of templates facilitates a specification of the taxithat is independent
of a certain syntactic theory or a special feature geometris approach makes it
easy to maintain and extend the lexicon even for a non-ddraHPSG since no
specific knowledge about the type definition in the grammeedgiired.

The template definition specifies the lexical class of anyead the paths of
the parameter values:

(3) count-noun($STEM $RELN, $SORT=anyt hi ng) : =
count - noun-| ex &
[ MORPH <! [ STEM $STEM] !>,
SYNSEM LOC. CONT [ | NDEX. SORT $SORT,
KEY. PRED $RELN ] 1.

In the list of template parameters, tBERT parameter has a default specification.
Defaults make the specification of the lexicon still eas®oae has only to spe-
cify parameters for exceptional cases. If the valueSGRT is not provided in a
description like (2), the valuanyt hi ng is inserted. The parameters are inserted
as values under certain paths in the feature structure stdgscribed by the type
count-noun-lexThe typecount-noun-lexnherits from a type that establishes the
interface to the morphology component and from two typesdeacribes the syn-
tactic and semantic properties of a count noun, respegtiFejure 1 on the facing
page shows a feature description that corresponds to theTesmin Due to space
restrictions certain features have been suppressed angpidet-synsenhas not
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been expanded. The type refers to another structure ofiympeemit is easy to see
that a change in the definition of lexical type usually doesrequire any change
to the lexical database itself. One can even extend theflignoplate parameters
without necessarily having to edit the lexicon when new pai@rs have a default
value satisfied by the already existing entries. To eaclt#xiass there belongs a
template. Currently, 300 fine-grained lexical classes afiméd, thus exceeding the
number of standard parts of speech considerably.

One will notice that in the example only the morphologic&nstis specified.
The agreement featurg@ender, numberand caseare not specified in the lexical
entries. These are instantiated by the morphological arsabf a word form under
MORPH. The interface between morphology and syntax/semantiepiesented by
the structure sharings in Figure 1 which specify that sonte@fgreement features
— genderandnumber— represent semantic properties and ardgeis a syntactic
property. By this use of morphology, one needs to specify onk entry to cover
all forms, e.g.Termin, Termine, Terming his reduces the size of the lexicon. The
recognition word list of 270000 word forms in Verbmobil is @ed by about 5900
stem. Because of paradigmatic completeness actuallyehelekicon even exeeds
this wordlist. Due to syntactic and semantic ambiguitikee,dverall size of the stem
lexicon is 9900 entries.

A second component of the lexicon besides the stem lexicamisilti-word
lexicon containing fixed word combinations and collocations witloidatic mea-
nings, such agwuf Wiedersehen (='good bye'Yheir meaning cannot be derived
compositionally from the meanings of the parts.

The third component in the lexicon deals with unknown woFs. each possi-
ble type of unknown word — in Verbmobil several classes of esam- a generic
lexical default entry is defined from which the parser canvaeadditional instances
when unknown words are encountered.

From instances that are listed in the lexicon other lexicaties can be com-
puted by lexical redundancy rules (Flickinger et al., 198&kinger, 1987). There
are 20 lexical rules in the grammar. For example, one rubgeslverbs with a va-
lency representation for active sentences to verbs witHemog representation for
passive sentences (Bresnan, 1982; Pollard and Sag, 198d¢al rules as we use
them here are fully integrated into the HPSG formalism. Téweyalso described by
feature structures and resemble unary rules (CopestakBrasube, 1992; Krieger
and Nerbonne, 1993) but are only applied in lexicon lookug Bt in later stages
of parsing.

Lexical entries with the same stem as well as grammar ruleseaassigned
relative weights in order to specify a ranking of readingsttming the grammar
and the lexicon towards a domain and application.

3 The Grammar

Since most of the syntactic information resides in the lexithe core grammar re-
quires only a small number of general rule schemata (in astte.g., to pure phrase



structure grammars). It consists of 21 rule schemata, 7iapedes that introduce
verbal projections for verb movement, and 17 special dométific rules. All the-

se rule schemata are unary or binary branching. As HPSG sthethey specify

coreference constraints between the constituents andrdfecpon of features on
the syntactic and semantic level thereby automaticallidmg the semantic repre-
sentation. The grammar defines not only full sentences asiljppeautterance but
allows also for other kinds of maximal projections as futeuances, such as indi-
vidual NPs or PPs as elliptical utterances. In additionpécifies in a transparent
way what kind of phrases count as partial analyses and gagdnfents which are
passed to the robust semantics component in case a full ggicatranalysis is not

possible.

4 Phenomena

The grammar consists of three layers: first, there is the domdependent base
grammar, covering phenomena that have to be dealt with oy ggemmar for Ger-
man. This layer is described in detail inifer (1999a). Second, there are domain
specific rules covering constructions and expressionsa&ypor a specific domain
or application. This second part is a monotonous extenditredbase grammar, No
rule in the base grammar is overwritten or relaxed, just néesrare added. Thirdly,
there are rules for analyzing phenomena of spontaneoustspéfe achieved to set
up these also as a plain extension of the base grammar. Ioltbwihg, these three
layers will be discussed in more detail.

4.1 Base Phenomena

The following list is an overview of the covered phenomena.

— declarative clauses (‘lch komme am Montag.’)
— questions
e whquestions (‘Welchen nehmen wir?”)
e yes/no questions (‘Meinen Sie den Montag?’)
imperatives (‘Schlagen Sie einen vor!’)
embedded clauses (‘Ichiisde sagen, das machen wir so / dal3 wir das so ma-
chen.)
e relative clauses (‘der Termin, den wir ausgemacht haben’)
e adjunct clauses (‘Ich rufe an, weil wir noch einen Terminmaashen rnissen.’)
e infinitival clauses (‘Ich rufe an, um noch einen Termin mihém auszuma-
chen.)
— phrases as full utterances (‘Gut.’, ‘Am Montag?’)
— complementation / adjunction
— participle constructions (‘deriif den raichsten Monat geplanten internationalen
Kongress’)
— active / passive alternations
— relatively free constituent order



— predicate complexes
— local extraposition of PPs and clausal elements
— symmetric coordination (‘Der Montag und der Donnerstagl sichon belegt.)

In order to account for the sentence types listed above,rdmamar has to ac-
count for verb first, verb second, and verb last sentencesamhlysis of verb first
sentences is a mixture between analyses that have beersptbpy Kiss and We-
sche (1991), Netter (1992), and Kiss (1995): A lexical ratedduces a lexical entry
for a finite verb that subcategorizes for a verbal projecti@t contains exactly the
complements that are required by the verb that is the inptitetidexical rule. The
verbal projection is introduced by unary projections thajgct possible comple-
ments of verbs. Figure 2 shows an example. The connectiamebatthe empty
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Figure2. Analysis ofNehmen wir den.

projection in the verb final position and the verb first verlessablished via a head
feature which accounts for the locality of verb movement.
Fixed phrases and collocations are handled by the multihiexicon.

4.2 Domain-Specific Rules

A number of domain specific sub-grammars had to be develope®idrbmobil.
These include rules for date and time expressions, complapdral adverbials,
complex names, spelling, and price information.



4.3 Spontaneous Speech

The processing of speech input poses a specific set of prebfest the grammar
has to be applied to the analysis of word hypothesis graphs.gfaphs contain
hypotheses of different quality and the grammar may not leglpypermissive and
provide analyses for hypotheses that represent utterdinaesere not spoken and
in fact are ungrammatical. On the other hand, one finds a latngfammatical
utterances in spoken language and the grammar has to bexel@sigsuch a way
that it provides reasonable output in those cases.

Other problems arise from the segmentation of an utterahttee speaker ma-
kes pauses within a constituent, e.g., between a prepositid its complement NP,
the parser might not see the complete phrase in a segment d&dumable to ana-
lyze it as a constituent.

As mentioned above, many of these problems with ungramaiatiput are
treated in Verbmobil by collaboration with the robust setiancomponent. This
module prefers to get rather good phrases and fragmentsafrestrictive grammar
rather than having to deal with too many too wrong analysedada too permissive
analysist Also, relaxing constraints increases the search spacédevably, such
impeding performance.

Some of these problems are related to and indistinguistiiadtethe uncertain-
ty in the result of speech recognition and thereby difficoltiescribe linguistically
in a systematic way. Therefore, we rather selected a redrget of high frequency
phenomena in the corpus which are much less important itewrimput and are ca-
pable of a linguistic analysis. Examples &afeldellipse(also called ‘topic drop’,
note that in (4d) an expletive is dropped, which cannot bei}d4a), preposition
stranding (4b), turn initial discourse particles and fingtha@ tags (4c), determiner
drop with count nouns (4d), and sloppy case #e).

(4) a. Klingt gut.
soundsyood

(o

. (Da) binichmit einverstanden.
theream| with agreed

‘| agree with this.
c. Ja,daspalit.
yesthis suits
‘Yes, this suits me.’
d. Es gabeeinesmit Saunaja, gibt auchHallenbad.
itezp; givesone with sauna yesgivesalso swimming.pool

e. Anfang nachste(rMWoche
beginningnext week

! The statistical grammar (cf. chapter 8) appears to sufférfedm its permissiveness.
2 See also Block and Schachtl (1995) for an overview of imparpdnenomena in speech
systems.



(4a) is handled by a special rule fdorfeldellipseand preposition stranding is hand-
led by a special lexical rule. The combination of discouragiples with complete
phrases as well as the appending of an echo tag are also tidnydpecial rules.

These phenomena are not handled in the base grammar butasiens since
they either do not occur at all in written language or occuhwirather low frequen-
cy. Another reason for not describing a phenomenon in the gsmmar is that the
phenomenon is specific for certain text sorts and stylistitation. An example is
the Vorfeldellipsewhich occurs in certain text styles only ( Fries, 1988, p. %75
also not obvious that, e.g., topic drops should be generated

4.4 Other Grammar Extensions

For a small number of phenomena, we came to the conclusioiit iegreferable
to leave them outside the Verbmobil run time system, eitleeabse they are very
rare and at the same time very costly, or because it can getha number of false
analyses in WHG parsing significantly and is better handjeithé robust semantics
component. The latter concerns especially some non-lat@mosition phenomena
which presuppose certainty with respect to the boundaryenfitterance for finding
a correct analysis.
An example of the former kind are some special and rare forfrpassive:

(5) Sie bekommerdanndie Unterlagervon unszugeschickt.
you get then thedocumentsy us PART (t0).sent

‘We will send you the documents then.

The example in (5a) is an instance of the so-catlekommeipassive. The pronoun
Sieis the dative object ofuschickenbut surfaces as nominative in thekommen
passive. In (Miller, To Appear b; In Preparation) it is argued that passheuld be

handled as a lexical rule.

(6) a. WirhabereinenTermin ausgemacht.
we have an appointmenscheduled

‘We scheduled an appointment.’

b. DerTermin wurdeausgemacht.
the appointmengot  scheduled

Since the form of the perfect participle is always identiceihe passive participle
this leads to an increase of the lexical ambiguity. The eégiassive is possible with
almost all verbs that allow for a normal passive and that goaadative. So, having

a rule for thebekommerpassive in the grammar results in an enormous increase in
the number of lexcial hypotheses. The same is true folatbgenpassive.

(7) a. SiewartenambesteranderPforte undlasseranrufen.
youwait at best attheentranceandhave call

‘You best wait at the entrance and have the doorman call.’



b. Sie lasserdenPfortner anrufen.
you have the doormancall

The sentence in (7a) uses a passive forrarofifen The subject ofnrufenis sup-
pressedlassenembeds an infinitive withowtu and having an appropriate lexical
rule in the grammar to handle cases like (7a) slows down thegssing of all sen-
tences that contain a bare infinitive of a verb that can bepasd.

A related phenomenon with tteiinfinitive are modal infinitives.

(8) a. Ichhabenix gegen SonntagAbend einzuwenden.
| havenothingagainstSunday eveningto.have.an.objection

‘I have no objection to Sunday evening.’

b. GegenSonntagAbend ist nix einzuwenden.
againstSunday eveningis nothingto.have.an.objection

‘There is no objection to Sunday evening.’

There are active and passive modal infinitive constructions
The last phenomenon we want to mention here is left dislonatAltmann,
1981) asin (9).

(9) DerMontag,derpal3tmir gut.
the Mondayit suitsme well

‘The Monday suits me fine.

In these constructions initial phrases are doubled whighires in some sense that
an argument role could be filled by two different constitgent

5 Semantics

The basic construction of semantic representations irréimedwork of MRS is part
of the grammar as described in chapter 8. We will confine dwgsenere to some
special issues: the use lelical underspecificatiofor verbs and particles and the
treatment of certairelational constraints

Besides types of structural ambiguities suctsespeandattachmenambigui-
ties there is also a large amount of lexical ambiguity in treaning of words even
in restricted domains like those of Vlerbmobil. Especiabiytain verbs, adverbs and
discourse particles give rise to problems of their corrésambiguation in the ab-
sence of information from discourse context.

As an example we will discuss the highly frequent vgehenwhich occurs in
the Verbmobil data with at least eight different basic sensech ago go, suit,
act, feel, last, concetmot even counting its uses with separable verbal partitiies
general, these senses can be distinguished and disandalduyetheir differing sub-
categorization frames and by selectional restrictionsheir arguments. Problems
arise when arguments are only optional and so can be abdeen, the arguments
are pronominal and so the selectional restrictions canaavaluated locally, or
when only a partial analysis is available. Instead of hatingnumerate all possible



senses or making an arbitrary choice in each such case,gpadéied verb lexe-
mes were introduced. The possible argument frame for thasieg comprises the
argument frames of the possible individual senses. Disgualiion is delayed until
discourse semantics (cf. chapter 8) has resolved proncuhs@has established
e.g. the sort of the argument and robust semantics had aelaeombine partial
analyses into more complete analyses. Also, the parsefiteehieom this treatment
of underspecification as it reduced the number of lexicabliygses it had to deal
with.

Another problem in using unification frameworks arises vtfite use of relatio-
nal or functional constraints which have to be invoked whesatdre values cannot
be established by simple unifications, e.g. between theenaibde and structures
in its daughters. Because of great control and efficienchlpros such constraints
are often excluded from the formalism or parser; in the Vabitrparser, too. On
the other hand, they cannot be avoided in semantics. Befidgzroblems of ha-
ving to deal with non-local contexts such as discoursegthes even much simpler
problems. In the Verbmobil-domains, it is pretty difficult deal with dates and ti-
mes without doing some — even numerical — calculation. Brgexpression lika
guarter to nineshould represent the tin845, which is easily computed &so’clock
minus a quarter of an houtn order to provide a declarative interface to such pro-
cesses in the grammar, a special type of semantic relatoput ed_r el ati on
was introduced. These relations specify the name of a fomaiti relation with their
parameters from the utterance. The relations are evaladitedparsing to yield a
correct representation. They are required to have an ie¥erseverse computation.

Another application for such constraints in the grammahéstteatment ofin-
certaincontextual or extra-linguistic information such as thanfrprosody (cf. the
next section). As uncertain, the information should notrbeated as a hard constraint
but rather is recorded as potential conflict which is evaldathen more (non-local)
information can be taken into account to resolve the pakoatinflict if there is one.

6 Prosody

Inclusion of prosodic information in a grammar for analyyspoken language is
important for several reasons (Strom et al., 1997):

— phraseandutterance boundariewithin a turn because there are no punctuation
marks as in written language

— sentence mood: whether an utterance is declarative, qnestian imperative
cannot be determined from grammatical properties alone:

(10) Sie habenzeit?
you have time?

is a question despite its declarative sentence form.
— stress can have important semantic functions for markingrasts, focus, topic
and scope, e.g.,

(11) noch einen Termin

10



can be translated a®t another appointmermtr simply an appointmentepen-
ding on whethenochis accentuated or not. In the first casachusually has
contrastive meaning, in the second case it is a discourgamoation marker.

In Verbmobil prosodic information of these kinds is avaltaim the WHG with
confidence values. If the confidence values are beyond ahticethe information
is included in the analysis. Prosodic projection princpés described in Kasper
and Krieger (1996) project it as constraints to the phrasdlsentence levels. Po-
tential conflicts between grammatical and prosodic comtfas those concerning
sentence mood are resolved after parsing during the VI§toaction as relational
constraint.

7 Empirical Results

To evaluate the grammar the transliterated dialogs frorarséVerbmobil-CDs we-
re segmented by hand, thereby simulating the case of pedeagnition and seg-
mentation. In a manual evaluation of the resulting 24,5&drabces 23,104 were
classified as grammatical and 1,480 as clearly ungramnha28 % of the gram-
matical inputs are successfully parsed. 3.8 % successfeép@an the ungrammati-
cal inputs indicate a low rate of overgeneration in the gramm

Table 1 shows the results of a detailed error analysis cédgiarses of gram-
matical utterances from one CD indicating remaining protdén the coverage of
certain phenomena. The second column gives the total nuofilsentences and the
third column gives the percentage of all well-formed seo¢en

Tablel. Error statistics for CD-15: 2231 segments, 2040 grammiatica

phenomenon number %||phenomenon number %
ellipsis 96(4.7||copula 14/0.7
coordination 26|1.4||missing determiner  14/0.7|
w-embedding 18|0.9||Extraposition 12/0.6
correlate sentences  17|0.9||parenthesis 7|0.3

The table shows that — except for ellipsis and coordinatioin-the average
the phenomena on which the grammar fails are rare and sopeetxotic. The
following example illustrates ellipsis and coordinatidroace:

(12) MirwirdederMontag passerundderDienstag.
me would the Mondaysuit andthe Tuesday

‘Monday or Tuesday would suit me.’

11



The second conjunctis elliptical. Agreement in (12) andlsinsentences shows
thatder Montag und der Dienstagannot be a (discontinuous) constituent ( Hoff-
mann, 1997, p. 2366). The problem of resolving ellipses cabe solved by the
grammar alone. In the case of (12) partial analysisMarwiirde der Montag pas-
senandund der Dienstagvould be generated, which can be translated separately.
So, in this case, the missing complete analysis does nossagly lead to wrong
result.

The second large group of parse fails involves asymmetriattoerwise com-
plicated cases of coordination. Coordination in generahisinsolved problem in
all syntactic theories. But here, too, in many cases a sepaeaslation of the con-
juncts is possible.

Sentences like (13) are also not handled in the grammar:

(13) a. Dasistganzinteressantso was mitzukriegen.
thatis quiteinteresting suchwhatto.experience

‘It is interesting to realize such things.’

b. abewereinbarerwir esaufjedenFall, daRwir was
but arrange we it in any casethatwe somewhat
Gemitlicheresmacherwollen.
more.informalmake want
‘but we arrange it in any case that we want to do something inéoe:
mal.

c. Eskamejetztdrauf an, ob wir dort nochwas
it camenow there.uporPART whethemwe thereyet somewhat
unternehmemvollen.
undertake want.to

‘Itis now dependent on whether we want to undertake somgthiere.’

d. Dasgehteigentlich hier soflott, daBich eigentlich immer aufdie
this goesin.principleheresoquickthatl in.principlealwayson the
Bahnverzichtenmochte.
train do.withoutwant.to

‘This goes so quick here in principle that | always want to dthout
the train in principle.

In (13a) the extraposed infinitive corresponds to the stlgasat the beginning

of the sentence. In (13b) thda clause is coreferent with the accusative object. In
(13c) theob clause corresponds to a nominal part that is contained isdbmlled
pronominal adverldrauf. Such pronominal adverbs consists of the prepositional
part @uf) and a nominal pardf or dadr).

In English syntax it is common to analyze the English eqeintd to (13a—b)
with the expletive pronouit ( Williams, 1980, p.221). Pollard and Sag (1994,
p. 149-150) suggested a lexical rule that applies to legictles that subcategorize
for a clause and produce another lexical entry that subceies for an expletive
pronoun and a clause. It is clear that such proposals camabtvdth sentences

12



like (13d) where the sentence refers to an adjunct of the (@b Furthermore
this approach fails in cases of apposition, as the follovexgmple by Btz (1982,
p. 361) shows.

(14) DieFirma lehnt esalszuumstindlichab, dasAutoin Serie gehen
the companyrefusedt as to awkward PARTthe car inseriesgo
zulassen.
to let

Theesis a complement adblehnerand ofumséndlich If it were an expletive that
is introduced by a lexical rule, both predicates had to sidgmaize for an expletive.
This means that both predicates had to undergo the lexitzal@ne would expect
two infinitives since there are two predicates with extrapmses but this is clearly
not the case.

Since the number of correlate sentences is negligibleetimesrrect proposals
where not implemented.

The grammar fragment does account for local extrapositidy o

(15) Dannwirdeich dochsagenda3wir denZug nehmen.
then wouldl but say thatwe the traintake

‘I would say that we take the train.’

In (15) the complement clause s@genis extraposed. This is described by simply
linearizing the clause to the right of its head. Such a laesdtment is not possible
for clause extraposition of NP-adjuncts as in (a16).

(16) a. IchrufeSie an damit  wir einenTermin ausmachen,
| call youPARTthere.withwe an appointmenschedule
der unsbeidenpalitfur die ReisenachHannover.
whichus both suitsfor thetrip to Hannover

‘I am calling to schedule an appointment for the trip to Harerahat
suits both of us.’

b. Ichrufedichan, ummit dir unsereReisezubesprechemach
| call you PARTtO withyouour trip to speak.aboub
Hanover.

Hanover

‘| call to talk with you about our trip to Hanover.’

The relative clause and its antecedent noun are discontinddere are extraposi-
tion analyses that can deal with such nonlocal dependentigde assuming con-

tinuous constituent structures (Keller, 1994; Bouma, 19BHiller, 1999a, Chap-

ter 13.2), but these are very expensive since neither tree diraterial nor their

number can be predicted in a local context. Claims that thebau of extraposed
constituents is restricted to two are wrong (17a), as is ldienchat NPs cannot be
extraposed (17b).

13



(17) a. IchhabegearbeitefandiesemAbend] [in derKneipe][als
I haveworked at this eveningina pub as
Kellnerin].23
bar-maid

‘I worked as a bar-maid in the pub that evening.’

b. Oh,mir tatepasserder Samstag.
oh medid suit the Saturday.

‘Oh, Saturday would suit me.’

Other phenomena that have not be treated are certain seb-gBRreposition
Stranding (for an analysis seeiider, 1997b), idioms, support verb constructions,
and free relative clauses (cf.iMer (1999b)). All these phenomena occur with rather
low frequency.

8 Conclusion

A large, broad coverage grammar for German is available asiwdtrof Verbmobil,
incorporating a fully developed syntax/semantics integfdts successful integrati-
on and use in the Verbmobil system demonstrates the beng&fittegrating deep
linguistic knowledge into speech applications. At the sdime, it improved and
extended the linguistic understanding of speech relatedgiena. Its core gram-
mar provides a valuable resource as a basis for extensioothéo domains and
applications.
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