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Abstract:
Head-Driven Phrase Structure Grammar is a constraint-based theory. It

uses features and values to model linguistic objects. Values may be complex,
e.g. consist of feature values pairs themselves. The paper shows that such
feature value pairs together with identity of values and relations between
feature values are sufficient to develop a complete linguistic theory including
all linguisitc levels of discription. The paper explains the goals of researchers
working in the framework and the way they deal with data and motivate
their analyses.

The framework is explained with respect to an example sentence that
involves the following phenomena: valence, constituent structure, adjunc-
tion/modification, raising, case assignment, nonlocal dependencies, relative
clauses.

1 General remarks
Head-Driven Phrase Structure Grammar (HPSG) was developed in the 1980s by Carl
Pollard and Ivan Sag. Ivan Sag was one of the developers of Generalized Phrase Struc-
ture Grammar (Gazdar, Klein, Pullum & Sag 1985), which strongly influenced HPSG.
Carl Pollard worked in Categorial Grammar (Pollard 1984), from where some ideas were
brought into the new framework. Categorial Grammar is an approach that puts a lot of
emphasis on lexical information and by adopting a lexical view a lot of the shortcomings
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of GPSG (Jacobson 1987; Müller 2016: Section 5.5) were avoided. With the advent of
HPSG, research on GPSG came to an end almost entirely and most researchers switched
to HPSG. Since 1993 annual conferences have been held rotating between the US, Eu-
rope, and Asia. The HPSG online bibliography at https://hpsg.hu-berlin.de/HPSG-
Bib/ lists over 1500 papers published in journals, books, or conference proceedings.
The following sections deal with data, goals, tools and evaluation as they are used in

the HPSG research community. These sections have a rather general character with the
exception of Section 4, which deals with some of the formal foundations of HPSG. The
formal foundations will be the basis of the analysis of an example sentence in Section 6.

2 Data
There is no dogma concerning the kind of evidence that should be used in work within
HPSG. Most of the early practitioners of HPSG were coming from a Chomskyan re-
search tradition and hence, worked mainly based on introspection. Since HPSG was
well-formalized from the beginning it was used in grammar implementations and these
implementations were used in research prototypes or applications. These were built with
respect to naturally occurring data like spoken dialogues for appointment scheduling in
the Verbmobil project, which was running from 1992–2000 (Wahlster 2000). Languages
that are covered in Verbmobil are German (Müller & Kasper 2000), English (Flickinger
et al. 2000), and Japanese (Siegel 2000). Other projects were set up with the goal of pars-
ing parts of Wikipedia (Flickinger et al. 2010). So, computationally oriented researchers
were working with corpus data right from the beginning. While more theoretically ori-
ented papers started out with introspectively produced data, many researchers started
using data from the web and those who were reflecting deeper about the possibility of re-
producing the results of search queries and about accessibility of their data sources used
corpora like the British National Corpus, Tiger (Brants et al. 2004) or COW (Schäfer
& Bildhauer 2012). Nevertheless, introspection might be a useful guide but it alone is
not sufficient since certain phenomena are just not accessible through introspection. See
Müller (2007) and Meurers & Müller (2009) on wrong claims about particle verbs, ex-
traposition and subjacency, and apparent multiple frontings in German that were based
on introspective data.
On the other hand, attested examples alone are not sufficient either. For instance the

following example from a newspaper is ungrammatical since it contains both das and
dem, where only das would be grammatical:

(1) * Dagegen
there.against

hatte
had

nach
after

dem
the

Bekanntwerden
release

des
of.the

ersten
first

Berichtsentwurfs
report.draft

nicht
not

nur
only

das
the

dem
the

Umweltbundesamt
Umweltbundesamt

protestiert.1
protested

Intended: ‘Not just the Umweltbundesamt protested against this after the
release of the first draft of the report.’

1taz, 22.06.2017, p. 9 (The taz is a Berlin-based nation-wide newspaper.)
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One can speculate how this error came about. Probably, it is due to some reformulation
of the text. Unless such questions are the focus of inquiry, examples like (1) are not of
interest and have to be filtered out. So a mix of methods is required: corpus data and
introspection or corpus data and experiments. Since (1) is a clear case, introspection is
sufficient here.
Apart from corpus data as used for example by Bildhauer (2011), all available evidence

from experiments (e.g., speaker judgments, eye tracking data, and results from speeded
reading tasks) are seen as relevant data. Since HPSG is a performance-compatible
competence theory (Sag & Wasow 2011), it can be paired with a performance model and
hence experimental data can feed back into theory development. The performance model
can be seen as an additional layer of constraints referring to the linguistic knowledge
and hence certain structures may be ruled out for performance reasons rather than being
ruled out by the theory itself. An example of the latter is the question of why there are
no languages that form questions by reversing the order of words in a string, a question
often asked in Mainstream Generative Grammar. The answer of those working in HPSG
is that our short-term memory is just not large enough to do such complex computations,
a fact that is independent of our linguistic knowledge. A linguistic competence theory
does not have to explain the non-existence of such languages. To take another, more
relevant example, consider Sag et al. (2007: 228), who argue that Subjacency and the
Complex NP Constraint should not be part of a competence grammar.
While some HPSG analyses are developed without testing their psycholinguistic plau-

sibility, the analyses do make certain predictions that are open for testing. For example,
Wittenberg & Piñango (2011) and Wittenberg et al. (2014) examined various analyses of
complex predicates and found that Goldberg’s analysis (2003) makes wrong predictions
while the one in Müller (2010) is compatible with the psycholinguistic findings.

3 Goals
The goal of research is similar to the goals of Construction Grammar and hence also
includes many of the goals of Mainstream Generative Grammar (GB, Minimalism and
variants thereof): We want to understand language as a cognitive system, we want
to understand which properties are common to all languages and how languages may
vary, we want to understand how natural language can be acquired and processed. The
explorations are not limited to a core grammar in the Chomskyan sense since it is believed
that the so-called periphery interacts in interesting ways with what is thought of as the
core. There is interesting research on idioms (Soehn & Sailer 2008, Sag 2007, Richter
& Sailer 2009, Kay et al. 2015) and in fact the distinction between core and periphery
does not play an important role in theorizing (Müller 2014b).
Research in HPSG is not limited to syntax. Many papers address semantic phenom-

ena and make the syntax-semantics interface explicit. HPSG theories are declarative
statements about language and this linguistic knowledge can be used in various ways.
One way is to find the meaning of a given utterance (parsing) and the other way is to
find the phonological or orthographic representation for a given meaning (production

3



or generation). Apart from work on syntax and semantics, there is work on phonology
(Bird & Klein 1994, Bird 1995, Orgun 1996, Höhle 1999, Klein 2000, Alexopoulou &
Kolliakou 2002), morphology (Riehemann 1997, Crysmann & Bonami 2016), informa-
tion structure (Engdahl & Vallduví 1996, Kuhn 1996, Wilcock 2005, De Kuthy 2002,
Paggio 2005, Bildhauer 2008, Bildhauer & Cook 2010) and dialogue (Schlangen et al.
2003, Ginzburg & Cooper 2004).
Since the work is formalized it can be implemented and used in computer applications.

One field for applications is machine translation (Oepen et al. 2007), another one infor-
mation extraction. For further details see the webpage of the DELPH-IN consortium.2

4 Tools
HPSG is a model-theoretic approach (Pullum & Scholz 2001, Richter 2007) and hence
belongs to the family of constraint-based theories.3 Linguistic theories are sets of con-
straints (mostly feature-value pairs) that constrain the number of linguistic objects li-
censed by the theory. Theories like HPSG are surface oriented, that is, there is no
underlying structure from which another representation is derived. A sentence like (2a)
is analyzed directly involving the words that are visible. That is (2a) is not derived from
(2b). Neither is (2b) derived from (2c):

(2) a. This book, Kim was given as a present.
b. Kim was given this book as a present.
c. Somebody gave Kim this book as a present.

Of course, Chomsky (1957) was right in pointing out that simple phrase structure gram-
mars are inappropriate for modeling linguistic phenomena since they cannot account
for the fact that these sentences are related. HPSG has means of capturing these re-
lations, but they do not involve different levels like Deep and Surface Structure, and
they do not involve transformations of complete sentential structures (or their equiva-
lent in Minimalist theories). Rather than employing a passive transformation or more
general transformations that account for passive, lexical rules are used deriving passive
participles (like given in (2a)) from word stems (see Section 4.10). Similarly, extraction
phenomena like the fronting of this book in (2a) are modeled by establishing a relation
between the fronted element and the head of which the fronted element depends, but
this does not involve movement in the literal sense (see Section 4.9). In what follows, we
nevertheless use terms like extraction and scrambling since these terms are established in
the literature. But as will become clear these phenomena are not described with respect
to several trees but it is always just one linguistic structure that is assumed for one
utterance.
The fact that HPSG is surface-oriented and transformationless is a huge advantage

when it comes to psycholinguistical plausibility (Fodor, Bever & Garrett 1974: 320–
2http://www.delph-in.net/wiki/index.php/Background, 2018-06-23.
3These theories are sometimes also called unification-based theories but constraint-based is the more

general term.
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328). HPSG just assigns complex categories to linguistic objects (for instance ‘complete
nominal projection in the accusative’) and states the dependency between elements (for
instance head and its argument). These entities and the relations are directly observable.
No statements regarding the processing order of constraints are made in HPSG theories.
HPSG theories are just declarative statements about linguistic objects. This has the
advantage that the linguistic knowledge can be paired with various processing models and
processing regimes. The linguistic knowledge can be used for parsing utterances and for
generation/production as well. HPSG grammars can also account for fragmentary input
(Pullum & Scholz 2001: Section 3.2). This is not the case for some of its competitors,
e.g., all those models that see languages as (infinite) sets that are enumerated by a
grammar (Chomsky & Miller 1963: 283). See Sag & Wasow (2011), Müller (2018c) and
Wasow (2019) for further discussion.

4.1 Features, values, structure sharing and relational constraints
HPSG makes use of a very small number of descriptive tools: features that have values
of a certain type. Values of features may be complex. For instance, an agreement
feature may have a complex value providing information about case, gender and number.
Types are organized in hierarchies, which makes it possible to capture generalizations
by positing abstract types and more specific subtypes (see also Section 4.6). Values
of features can be identified with values of other features (structure sharing, explained
below in more detail) or they can be related to other features by relational constraints
(explained below). As will be shown in the remainder of the paper, this is sufficient
to express everything one has to say about language: roots, stems, words, lexical rules,
phrases can all be described using feature-value pairs.
HPSG assumes feature structures as models of linguistic objects.4 These feature struc-

tures are described by feature descriptions, which are also called attribute value matrix
(AVM). Such AVMs consist of feature value pairs. The values can be atomic (e.g., sg
and pl) or feature descriptions. Every feature structure is of a certain type. Types are
written in italics. They are ordered in hierarchies with the most general type at the top
of the hierarchy and the most specific types at the bottom. Figure 1 shows an example
hierarchy for the type number and its subtypes.

number

sg pl

Figure 1: Subtypes of number in a grammar of English

Types in a model of a linguistic object are maximally specific, that is, a noun in a

4Feature structures are usually depicted as graphs (Pollard & Sag 1994: 16–17; Richter 2007). Due to
space limitations we do not give an example here but provide feature descriptions only, which are
used to formulate theories about possible feature structures.
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model of an actual utterance has a number value that is sg or pl. The linguist develops
theories that describe possible feature structures. In contrast to feature structures,
feature descriptions can be partial. For instance it is not necessary to specify a number
value for the word sheep since sheep can be used both in singular and in plural NPs.
(3) a. one sheep

b. two sheep
(4) is an example of a complex AVM. It shows a description of a referential index as it
is used in the semantic representation of man:

(4)


ref
per 3
num sg
gen mas


There are nouns like cousin that are underspecified with respect to their gender. They
could either have male or female gender as is shown by examples with coreferring pro-
nouns:
(5) I met Peter’s cousin. She/he is very tall.

There are two ways to specify this. The first is to use a disjunction (fem ∨ mas) and
the second is to use a common supertype for fem and mas. While both solutions are
equivalent when it comes to models, descriptions without disjunctions are often more
compact, which is why representation in the latter is preferred over the former. Figure 2
shows the type hierarchy for gender with a special type for objects that can be either
fem or mas. The value of gen in the description of the referential index of cousin is

gender

fem_or_mas

fem mas

neu

Figure 2: Subtypes of gender in a grammar of English

fem_or_mas. (See Müller (2016: Section 14.3) for alleged problems for model-theoretic
syntax with cases like this)
One very important part of the formalism is structure sharing. It is used to express

that information in feature structures is identical, that is, token-identical rather than just
type identical. Structure sharing is indicated by boxed numbers in feature descriptions.
An identical number at several places in an AVM expresses the fact that the respective
values are identical.
To give an example of structure sharing, let us consider case agreement in German

noun phrases:
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(6) a. der
the.nom

Mann
man.nom ∨ dat ∨ acc

b. des
the.gen

Mannes
man.gen

The determiner has to agree with the noun in case. Mann can be nominative, dative
or accusative. Mannes is in the genitive. The form of the determiner has to be des if
the noun is genitive. So the case specification for Mann would be nom ∨ dat ∨ acc or
an equivalent type. One could be tempted to suggest that the noun Mann has a case
value that is nom ∨ dat ∨ acc and that it has to be combined with a determiner that
has the case value nom ∨ dat ∨ acc. The following AVM depicts this without assuming
anything about the theory that will be developed later:

(7)

determiner
[
case nom ∨ dat ∨ acc

]
noun

[
case nom ∨ dat ∨ acc

]


But a specification of the values as in (7) is not sufficient since when an actual determiner
is chosen (der or des), the case of the complete NP is unambiguously determined, but this
is not reflected in (7). With the setting above, we would get the following for inserting
the determiner der:

(8)


combination

[
case ??

]
determiner

[
case nom

]
noun

[
case nom ∨ dat ∨ acc

]


The disjunctive specification of the determiner is resolved to nominative, but the other
disjunction is not affected. Furthermore it is unclear what the case of the whole combi-
nation would be. If the case value of the whole NP is determined by the head (the noun
alone), it would be nom ∨ dat ∨ acc and this would mean that the whole phrase der
Mann could be used as a dative or an accusative object. Obviously, this is not what is
wanted. What is needed instead is that the case of the determiner is token-identical to
the case of the noun (agreement) and to the case of the complete phrase (projection of
feature values). This is ensured by structure sharing:

(9)


combination

[
case 1

]
determiner

[
case 1

]
noun

[
case 1

]


With such a setting the case of the NP der Mann is nominative and the one of des
Mannes is genitive, as expected. Note also that the case of die Frau is nom ∨ acc since
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Frau is compatible with all four cases and die is nom ∨ acc. Depending on the governing
verb this disjunction can be resolved to either nom or acc.
While structure sharing is the most important expressive means in HPSG there is

one extension of the basic formalism that plays a crucial role in most HPSG analyses:
relational constraints. Relational constraints are used to relate several values in a feature
structure to each other. The relational constraint that is used most often in HPSG is
append (⊕), which is used to concatenate two lists. The Schema 1, which will be discussed
in Section 4.7, is an example for an application of such a constraint.

4.2 Descriptive levels, feature geometry and modularization
The following AVM is the description of the word man. The grouping of features – the
so-called feature geometry – is the one of Pollard & Sag (1994) and Sag (1997).5 (10)
shows parts of the lexical item for man:

(10) lexical item for man:

word
phonology ⟨ m,æ,n ⟩

syntax-semantics



synsem

local



local

category

category
head noun
spr ⟨ det ⟩


content …

[
man
inst x

]


nonlocal …




The first feature value pair describes the phonological form of the word. The value of
phonology is a list of phonemes. For reasons of readability usually the orthographic
form is given in HPSG papers and phonological structure is omitted, but see Bird &
Klein (1994), Bird (1995), Orgun (1996), Höhle (1999), Klein (2000), and Alexopoulou
& Kolliakou (2002) for phonological analyses. The second feature is syntax-semantics
(synsem) and its value is a description of all properties of a linguistic object that are
syntactically and semantically relevant and can be selected by other heads. Information
that is locally relevant (local) is distinguished from information that plays a role in non-
local dependencies (nonlocal, see Section 4.9). Syntactic information is represented
under category (cat) and semantic information under content (cont). The example
shows the head value, which provides information about all syntactic aspects that are
relevant for the external distribution of a maximal projection of a lexical head. In

5There are various HPSG variants around that differ mainly in the way features are grouped. One ex-
ample is Sign-Based Construction Grammar (Sag 2012). For a discussion of SBCG’s feature geometry
see Müller (2018c: Section 10.6.2).
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particular the part of speech information (noun) is represented under head. As well as
information regarding the head features, valence information also belongs under cat.
The example shows the spr feature, which is used for the selection of a specifier (see
Section 4.3 for details on valence).
The AVM in (10) shows a description of phonological, morpho-syntactic, and semantic

aspects of a word. But of course other aspects can be and have been described by
feature value pairs as well. For instance Engdahl & Vallduví (1996), Kuhn (1996),
Wilcock (2005), De Kuthy (2002), Paggio (2005), Bildhauer (2008), and Bildhauer &
Cook (2010) show how information structure can be modeled in HPSG in general and
how the interaction between phonology, syntax, semantics, and information structure can
be captured in a constraint-based setting. For general discussion of interfaces between
the linguistic levels of description see Kuhn (2007).
As is clear from looking at (10), information about the descriptive linguistic levels is

represented in one structure. This makes it possible to connect syntax and semantics
(see Section 4.3), phonology and information structure (Bildhauer 2008), and syntax
and information structure (Bildhauer & Cook 2010), phonology and semantics (Halliday
1970) and whatever other descriptive levels have to be connected. Since all information
is in the same structure, HPSG is compatible with psycholinguistic findings that tell
us that all available information is processed in parallel (Tanenhaus et al. 1995). This
sets HPSG apart from other models like GB and Minimalism that assume that there
are post-syntactic modules like Phonological Form and Logical Form. Minimalism has
a conception that differs from the GB architecture (Richards 2015: 812, 830) but it
is psycholinguistically as implausible as the GB model for the same reason. Language
processing is not a bottom up combination with shipping complete phrases or phases
to the interfaces. For a discussion of psycholinguistics from an HPSG perspective see
Wasow (2019).
In principle, all the information in (10) could be provided in a simple, unstructured

list of feature value pairs (as is done in Minimalism, for instance). However, having
phonology, syntax, semantics and information structure in different parts of the structure
provides a cleaner representation. Furthermore, the specific groupings of information are
motivated by the need to share this information (see Section 4.1 on structure sharing).
As will be shown in Section 4.7, the synsem value of an argument will be structure
shared with the respective representation in the valence list of its head. Similarly the
information under local is shared between an extracted element and the place where it
is missing (see Section 4.9). Everything under cat (valence, part of speech, case, …) is
identified in symmetric coordinations (Pollard & Sag 1994: 202) and finally, all the head
features under head are projected from head daughters to their mothers. In principle,
it would be possible to share single values of an unstructured list of features but having
these groupings allows for a more general treatment: nouns share other properties with
their projections than verbs. A noun has a certain case and the respective value is
relevant for the whole nominal projection. Similarly the verb form (fin = finite, bse =
infinitive without to, inf = infinitive with to, pas = passive) is relevant for the maximal
verbal projection. (11) shows two example head values for nouns and verbs:
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(11) a.
[

noun
case gen

]
b.
[

verb
vform pas

]

With such an encoding of information it is possible to provide general constraints for
head information without making recourse to specific features and their values. See
Section 4.5 on the Head Feature Principle.

4.3 Valence and linking
The previous subsections dealt with the basic formal apparatus that is used in HPSG and
made some general remarks about foundational assumptions. In what follows, we will
look at the analysis of the example sentence in (12) to explain further basic assumptions.6

(12) After Mary introduced herself to the audience, she turned to a man that she had
met before.

As was said in the introduction, HPSG is a lexicalist theory. So, much information
about the combinatorial potential of a head is represented in its lexical item. For instance
the verbs in (12) can take two NPs, an NP and a PP, or two NPs and a PP. The required
form of the arguments is described in a list, the so-called argument structure list (arg-st
list). (13) provides some prototypical examples:

(13) arg-st
a. meet ⟨ NP, NP ⟩
b. turn ⟨ NP, PP[to] ⟩
c. introduce ⟨ NP, NP, PP[to] ⟩

NP and PP[to] are abbreviations. They stand for AVMs describing fully saturated
nominal or prepositional objects. Square brackets are used in such abbreviations for
specification of some values like case of NPs or the form of the preposition in PPs.

The elements on the argument structure list are ordered according to their obliqueness
(Keenan & Comrie 1977). That is, subjects are ordered before primary objects before
secondary objects before obliques. Since the order is fixed one can use this list to establish
the particular linking patterns between arguments and the semantic roles they fill. For
example, the first NP in the arg-st list of turn is linked to the agent (arg1 in (14))
and the PP is linked to the person or object that is turned to (arg2 in (14)).

(14) Linking for the verb turn:
cat|arg-st

⟨
NP 1 , PP[to] 2

⟩
cont|rels

⟨ turn
arg1 1

arg2 2

 ⟩


6This sentence was provided as a shared task by the editors of this volume.
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We do not use feature names like agent and theme in the AVMs but rather more
abstract features like arg1. This is compatible with Dowty’s approach (1991), which
uses proto-roles.
For SVO languages it is useful to distinguish the arguments that are realized before

the verb from those that follow it. The respective elements are represented in differ-
ent valence lists. We assume that the subject (the first element of the arg-st list) is
represented in a list called specifier list and that all other arguments are represented
as elements of the complements list.7 These mappings are language-dependent. For
example, for German, all arguments of finite verbs are mapped to comps (Pollard 1996:
295–296, Kiss 1995: 80).8 (15) shows the respective mapping for turn:

(15) Mapping from arg-st to spr and comps for verbs like turn:cat

spr ⟨ 1 ⟩
comps ⟨ 2 ⟩
arg-st

⟨
1 NP, 2 PP[to]

⟩



The structure sharing 1 indicates that the first element of the arg-st list is identical to
the element in spr and the 2 indicates that the second element in arg-st is identical to
the element in the comps list. spr is used as well for nouns selecting a determiner (see
(10)). Figure 3 shows how she turned to a man is analyzed. The left figure shows the
analysis with traditional abbreviations and the right one shows the individual features
for valence and part of speech. An N′ is a linguistic object of category noun that does
not select any complements but needs a specifier. A preposition is a linguistic object
that selects an NP, that is, a linguistic object of category noun that is complete as far
as valence is concerned. The abbreviation VP corresponds to a verbal projection of
a verb with an empty comps list and one element in the spr list. If the element in
spr is saturated as well, we get an S. Looking at the analysis of a man we see that
the description in the spr list of the noun is identified with the determiner that is
combined with the noun ( 4 ). Elements combined with a lexical head selecting them
are not represented in the valence list of the resulting mother node. All other elements
in valence lists are passed up. For instance turned selects both for a PP and an NP. The
PP is combined with the verb first so that the description of the PP is not contained
in the mother node (but see Section 6.3 for a modification). But the NP requirement is
passed up: turned to a man selects an NP via its spr list. After combination with she
we get a fully saturated phrase, a maximal projection, that is, something with empty

7 Borsley (1987) argues for a subj, a spr, and a comps feature. We follow Borsley (1989) and the
German tradition and assume a head feature subj that is used for control and raising constructions
(Pollard 1996: 295–296, Kiss 1995: Section 3.1.1, Müller 1999b: Section 1.7). Under this assumption,
subj is not a valence feature, a head cannot be combined with anything in subj. We assume that
those subjects that can be combined with their head are either in spr or in comps, depending on the
language (Müller 2018b).

8German is a V2+SOV language. Hence, orders in which the subject appears in front of the verb
are analyzed as extraction structures in which the subject is fronted. (Note: we are using the term
fronted here since this is a handy way to describe German. In the analysis there is no underlying
sentence from which something is fronted. See Section 4.9 on nonlocal dependencies.)
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S

NP

she

VP

V

turned

PP

P

to

NP

Det

a

N′

man

V[spr ⟨⟩,
comps ⟨⟩]

1 N[spr ⟨⟩,
comps ⟨⟩]

she

V[spr ⟨ 1 ⟩,
comps ⟨ ⟩]

V[spr ⟨ 1 ⟩,
comps ⟨ 2 ⟩]

turned

2 P[spr ⟨⟩,
comps ⟨⟩]

P[spr ⟨ ⟩,
comps ⟨ 3 ⟩]

to

3 N[spr ⟨⟩,
comps ⟨⟩]

4 Det[spr ⟨⟩,
comps ⟨⟩]

a

N[spr ⟨ 4 ⟩,
comps ⟨⟩]

man

Figure 3: Analysis of she turned to a man

spr and comps list.
Note that this representation of valence avoids unary projections as they are common

in X theory: the pronoun she is just an NP without the intermediate projections from
N0 to N to NP. Similarly, an intransitive verb in English can be treated as a VP.9

In this paragraph and throughout the paper, the combination of items is described in
a bottom-up way, but it is important to note that all statements are purely declarative,
which means that there is no order in which constraints have to apply.
In the introduction, it was mentioned that in HPSG everything is done with feature

value pairs, that is, without trees and phrase structure rules. How this is achieved will
be explained in the next subsection.

4.4 Constituent Structure
While other theories that are similar to HPSG in using feature value pairs for describ-
ing complex categories use special phrase structure rules to model constituent structure
(Bresnan & Kaplan 1982), HPSG uses feature descriptions also for constraints on con-
stituent structure. For example, the structure for a man can be represented by using
features whose values correspond to the daughters in the tree. (16) shows parts of the
structure for a man:

9Pollard & Sag (1994) and Ginzburg & Sag (2000: 34, 364) assume that a lexical verb is projected to
the VP level in any case. See Müller (2013b: 935) for some discussion.
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(16)

phon ⟨ a, man ⟩

dtrs
⟨[

phon ⟨ a ⟩
]
,
[
phon ⟨ man ⟩

]⟩
Note that HPSG differs from many theories in that the phonology is represented at the
mother nodes. So HPSG is not like other theories where just the leaves in a tree are
concatenated. Rather every linguistic object has its own phon value. This makes it
possible to specify constraints on phonology that are dependent on structure without
assuming that these phonological constraints are somehow external or post-syntactic.
In addition to what is given in (16), structure sharing is used to point to the daughter

that contains the head:

(17)


phon ⟨ a, man ⟩
head-dtr 1

dtrs
⟨[

phon ⟨ a ⟩
]
, 1

[
phon ⟨ man ⟩

]⟩


The so-called head daughter is the daughter that contains the head. In the case of a
man this is simply the noun man but for [[introduced herself ] to the audience] the head
daughter would be introduced herself since this phrase contains the head introduced.
Both flat (Pollard & Sag 1987, 1994, Sag 1997, Ginzburg & Sag 2000) and binary

branching (Kiss 1995, Meurers 1999a, Kathol 2001, Müller 2002, 2018b) structures have
been suggested in the literature. We will assume binary branching structures in this
paper. The basic combinatorial schemata, which are introduced in Section 4.7, are
similar to forward and backward application in Categorial Grammar (Ajdukiewicz 1935,
Steedman & Baldridge 2006) and to Merge in Minimalism (Chomsky 1995). See Müller
(2013b) for a detailed comparison and some remarks concerning the history of ideas.
The reason for assuming binary branching structures is that this makes it possible to
assume the same set of schemata for head-argument combinations for many languages
(if not for all) and hence allowing to capture crosslinguistic generalizations. Note though
that the representation of daughters is sufficiently general to allow for flat structures.
The N-P-N construction, suggested by Jackendoff (2008) to analyze phrases like student
after student, is an example where we would assume flat structures with more than two
daughters (Bargmann 2015, Müller 2019).

4.5 Principles: Implicational constraints
HPSG publications often contain prose statements stating principles. One such principle
is the Head Feature Principle which says that in headed structures the head features of
the head daughter are identical to the head features of the mother. This principle is
formalized by an implicational constraint:

(18) headed-phrase ⇒[
synsem|loc|cat|head 1

head-dtr|synsem|loc|cat|head 1

]
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(18) will be explained in more detail below, what is important here is the formal aspect:
HPSG can formulate implicational constraints that are to be interpreted as logical, that
is, if the left-hand side of the implication holds, the right-hand side must hold as well.
In (18) the left-hand side is a single type (headed-phrase) but in principle a complex
description could be used at the left-hand side as well.
As mentioned above, types are organized in hierarchies (see also Section 4.6). An

implication such as (18) holds for all structures of type headed-phrase and this includes
of course all subtypes of headed-phrase.
Note that the constraint above does not entail that all structures are headed, it only

states that certain constraints must hold for structures of type headed-phrase. The
implicational constraint does not say anything about structures of another type.

4.6 Inheritance hierarchies
In Section 4.1, we explained type hierarchies and showed how they may be useful for
specifying features and leaving them underspecified. But this is not the only advantage
of using types in a theory. Types play an important role for capturing generalizations.
Figure 4 shows a type hierarchy for the subtypes of sign. sign is the most general type
for feature structures of linguistic objects. Signs can be of type stem, word or phrase.

sign

stem word phrase

non-headed-phrase headed-phrase

head-specifier-phrase head-complement-phrase …

Figure 4: Type hierarchy for sign: all subtypes of headed-phrase inherit constraints

Types are associated with features. For instance, feature structures of type sign always
have a phon value and a synsem value. Signs of type phrase have a dtrs value in
addition to the features introduced by sign and phrases that are of type headed-phrase
have a head-dtr in addition to everything that phrase has. Besides the introduction
of features at certain types, values of features can be specified. So, type hierarchies
can be used to capture generalizations over certain linguistic objects. They can be used
to capture lexical generalizations as well as to classify phrases. Construction Grammar
is well-known for using inheritance hierarchies for capturing generalizations (Goldberg
1996, Croft 2001) but HPSG uses inheritance since the very first HPSG paper (Flickinger,
Pollard & Wasow 1985). The early work on inheritance was work about the lexicon since
HPSG is a lexicalist framework but later this was extended to phrasal types (Sag 1997,
2010).
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4.7 Head-Argument Schemata
With the kind of representation of constituent structure introduced in Section 4.4, we
can now formalize the treatment of valence depicted in Figure 3. The following schema
licenses Head-Complement structures:

Schema 1 (Head-Complement Schema [preliminary])
head-complement-phrase ⇒

synsem|loc|cat|comps 1

head-dtr| 2 synsem|loc|cat|comps ⟨ 3 ⟩ ⊕ 1

dtrs
⟨

2 ,
[
synsem 3

]⟩


The schema expresses constraints on structures of type head-complement-phrase.10 The
schema states that the comps list of the head daughter is split in two parts: a list
with one element (⟨ 3 ⟩) and the remainder of the list ( 1 ).11 The comps list contains
descriptions of the syntactic and semantic properties of arguments. One such description
is identified with the synsem value of the second element in the dtrs list, which is the
non-head daughter. The remainder of the list ( 1 ) is identified with the comps list of
the whole phrase. The spr list of the head daughter is not affected in head-complement
phrases and hence the spr value of the mother node is identical to the spr value of the
head daughter. This is not shown in the schema. Since this passing on of the spr value
holds for further phrasal types of phrases (e.g., head-adjunct phrases), the constraints are
formulated as constraints on a supertype from which head-complement-phrase inherits.
The head daughter ( 2 ) is identified with the first element of the dtrs list. The

second element of the dtrs list corresponds to one element of the comps list of the
head daughter ( 3 ). The dtrs list is assumed to be ordered in the way the elements
are serialized. Therefore, the phon value of the mother node is the concatenation of
the phon values of the daughters. In English, the complements of verbs, nouns and
adjectives follow the head, but in languages like German and Dutch the complements
follow nouns and prepositions but they precede adjectives and verbs. One of the cases
where one could claim a head-final order in English is the postposition ago (cf. the
preposition in):

(19) a. one year ago
b. in one year

In order to account for the two possibilities (19a) vs. (19b), one could simply state
another version of the Head-Complement Schema or one could assume a more abstract
10The same kind of implicational constraint is used for stating principles, but although principles and

schemata look similar, principles usually are defined as constraints on more general types. For
example, the type headed-phrase is a supertype of specifier-head-phrase, head-complement-phrase,
filler-head-phrase and so on. See Sag (2010: 533) for an elaborate type hierarchy of English clause
types.

11The alternative is to combine a head with all of its complements in one go (Ginzburg & Sag 2000:
33–34). The result of this alternative is a flat structure (see Section 4.4).
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representation of the schema, one that is neutral with respect to serialization of the
daughters. The more abstract version is provided as Schema 2.

Schema 2 (Head-Complement Schema)
head-complement-phrase ⇒

synsem|loc|cat|comps 1

head-dtr|synsem|loc|cat|comps ⟨ 2 ⟩ ⊕ 1

non-head-dtrs
⟨[

synsem 2

]⟩


This schema does not constrain the order of the daughters. Since head daughter and
non-head daughter are represented as values of two different features nothing is said
about the order. One can then assume two different subtypes: one in which the head
daughter is the first element in the dtrs list and the non-head daughter the second one
and another subtype in which the head daughter is the second element in the dtrs list
and the non-head daughter is the first one. The latter version is used to analyze orders
like (19a).12

In Section 4.3, two valence features spr and comps were introduced. We provided
the schema for head-complement phrases above and a parallel schema for specifier-head
combinations is given as Schema 3:

Schema 3 (Head-Specifier Schema)

head-specifier-phrase ⇒
synsem|loc|cat|spr 1

head-dtr|synsem|loc|cat
[

spr 1 ⊕ ⟨ 2 ⟩
comps ⟨⟩

]

non-head-dtrs
⟨[

synsem 2

]⟩


The last element of the spr list is realized as the non-head daughter. The remaining list
is passed up to the mother node. Note that the non-head daughter is taken from the
end of the spr list, while the non-head daughter in head-complement phrases is taken
from the beginning. For heads that have exactly one specifier this difference is irrelevant,
but in the analysis of object shift in Danish suggested by Müller & Ørsnes (2013b), the
authors assume multiple specifiers and hence the difference in order of combination is
relevant.
The comps values of mother and head daughter are identified in specifier-head phrases,

as it is the case for the spr value in head-complement phrases. The respective constraints
are inherited from a supertype and are not given here. The head daughter’s comps value

12Due to space limitations scrambling cannot be explained here. In order to account for languages with
freer constituent order, the order in which items from the comps list are combined with their head
is relaxed. For details see Müller (2016) or Müller (2015a).
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is specified to be the empty list. This ensures that all complements are combined with
the head first to form a N or a VP and the specifier(s) are combined with the respective
projection after the combination with the complements.
Since specifiers always precede their heads, we could also have provided the schema

with reference to dtrs rather than mentioning non-head-dtrs.
With the two schemata above and appropriately specified lexical items, we almost

have everything that is needed for the analysis depicted in Figure 3. What has not
been explained yet is how the part of speech information at the mother node of a tree
is constrained. This is ensured by the Head Feature Principle, which was introduced
in Section 4.5. Since the part of speech information is part of the head value of signs
(see (11)), it is passed up to mother nodes in syntactic structures. Depending on the
part of speech, other information is passed up to the mother along the head path. For
example, verbs project information about the form of the verb, that is, the maximal
projection of a verb contains information on whether the verb inside the sentence is
finite, a perfect participle or some other form of the verb. Information about the form
of the preposition is also passed up in order to make it selectable by governing verbs.
Similarly, for languages with case inflection at nouns the case information is projected
to the NP node.

4.8 Adjunction
Our example sentence in (12) contains two adjuncts: the adverbial clause after Mary
introduced herself to the audience is attached to the remainder of the sentence and before
is attached to met. The basic technique to describe head-adjunct combinations is similar
to what we saw about head-argument combinations. Adjuncts are functors and have a
special feature (modified, mod) whose value is a description of heads they can combine
with. For instance, before can modify VPs. The mod feature is a head feature, that is,
it is projected along the head path. (20) gives the lexical item of before:

(20) cat value of the adverb before:
head

[
adv
mod VP

]
spr ⟨⟩
comps ⟨⟩


This lexical item for before should be contrasted with the preposition before as it is used
in (21):

(21) She met a man before the meeting.

The before that is used in (21) selects for an NP and only after the combination of before
and the meeting the complete phrase may modify a VP.
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(22) cat value of the preposition before:
head

[
prep
mod VP

]
spr ⟨⟩
comps ⟨ NP ⟩


Since the information about the item that can be modified is part of the head value, it
is ensured that this information is also present at projections of before, that is, the PP
before the meeting has the same mod value as the preposition before.
Figure 5 shows the analysis of the example in (23):

(23) She met him before.

S

NP

she

VP

1 VP

V

met

NP

him

Adv[mod 1 ]

before

Figure 5: Analysis of sentence with adjunct

The mod value of the adverb is identified with the head daughter. Head-adjunct struc-
tures are licensed by the following schema:

Schema 4 (Head-Adjunct Schema)
head-adjunct-phrase ⇒

head-dtr|synsem 1

non-head-dtrs
⟨ synsem|loc|cat

head|mod 1

spr ⟨⟩
comp ⟨⟩




⟩


This schema enforces the identity between the mod value of the non-head daughter with
the synsem value of the head daughter. The adjunct (the non-head daughter) has to
be completely saturated. Without such a requirement the theory would admit strings
like (24), in which the preposition in entered a head-adjunct structure without being
completely saturated.
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(24) * Mary worked in.

Heads cannot take (further) arguments if their valence features have the empty list
(⟨⟩) as their value. Similarly, it has to be ensured that certain words or phrases cannot
be used as modifiers. For example, a pronoun like he or a complete NP like the man does
not modify anything. In order to make sure that such lexical items and phrases do not
enter head-adjunct structures, their mod value or rather the mod value of their head is
specified as none. Since none is incompatible with any synsem object, words like he and
phrases like the man are incompatible with the requirements for non-head daughters in
head-adjunct phrases.

4.9 Extraction: Modeling nonlocal dependencies as sequences of local
dependencies

The analysis of unbounded dependencies is inherited from GPSG and originally due to
Gazdar (1981). We want to explain it with reference to the examples in (25):

(25) a. This man, she met before.
b. This man, I think that she met before.

In what follows we assume an empty category-based analysis of nonlocal dependencies.13

Figure 6 shows the analysis of (25a): the position of the object is taken by a trace. The
trace is basically a joker that can fulfill whatever is required in a phrase. However, the
trace has special properties. It passes up information about the missing element (NP
in the example).14 This is indicated by the slash (‘/’) in the figure. The information
is passed on to higher nodes until it is finally bound off by some other element being
compatible with the properties that are passed on. This element is called filler. A
complete sentence is a verbal projection that has fully saturated valency lists and no
element in the slash list.

The lexical item for a trace is given in (26).15 Further nonloc features are introduced
below. Their values are the empty list, therefore they are not provided here to enhance
readability.

(26) Lexical item for a trace (adapted from Pollard & Sag 1994: 164):
phon ⟨⟩

synsem


loc 1

nonloc
[

inher|slash ⟨ 1 ⟩
to-bind|slash ⟨⟩

]


13For traceless analyses of extraction see Bouma, Malouf & Sag (2001). A detailed discussion of this
analysis can be found in Levine & Hukari (2006).

14Again the analysis is explained bottom up for explanatory purposes only.
15Pollard & Sag (1994) use sets as the value of nonlocal features. The mathematical formalization behind

sets is very complicated (Pollard & Moshier 1990). We use lists in what follows.
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S

NP

this man

S/NP

NP

she

VP/NP

VP/NP

V

met

NP/NP

_

Adv

before

S

NP

this man

S/NP

NP

I

VP/NP

V

think

CP/NP

C

that

S/NP

NP

she

VP/NP

VP/NP

V

met

NP/NP

_

Adv

before

Figure 6: Analysis of nonlocal dependencies as local passing of information

This basically says: the word has no phonological material, i. e., nothing is pronounced.
Whatever is locally required is compatible with the trace. The trace is a man without
qualities, it does what it is told. But: whatever it is that is required by the syntactic
context (NP, PP, an adjunct), the local value of the trace is identified with the element
in the inherited|slash value ( 1 ). The slash value is passed up the tree by the
Nonlocal Feature Principle, which states that the lists of nonlocal features at a mother
node are the concatenation of the nonlocal features of the daughters minus those elements
that have been bound off (those that are listed under to-bind in a daughter, usually in
the head daughter). Figure 7 shows this in detail. The boxed number after a category
symbol (for example the 1 following the NP) refers to the local value of the respective
linguistic object while boxes in front of category symbols as in earlier figures refer to
synsem values. All normal words have empty slash values, but the trace contributes a
slash element. The respective lists are concatenated and since no word or schema has
a specified to-bind|slash value, nothing is bound off until she met before is combined
with the filler this man. This special filler-head combination is licensed by the following
schema:

20



S

NP 1 [inher|slash ⟨⟩,
to-bind|slash ⟨⟩]

this man

S[inher|slash ⟨ 1 ⟩,
to-bind|slash ⟨ 1 ⟩]

NP[inher|slash ⟨⟩,
to-bind|slash ⟨⟩]

she

VP[inher|slash ⟨ 1 ⟩,
to-bind|slash ⟨⟩]

VP[inher|slash ⟨ 1 ⟩,
to-bind|slash ⟨⟩]

V[inher|slash ⟨⟩,
to-bind|slash ⟨⟩]

met

NP 1 [inher|slash ⟨ 1 ⟩,
to-bind|slash ⟨⟩]

_

Adv[inher|slash ⟨⟩,
to-bind|slash ⟨⟩]

before

Figure 7: Analysis of nonlocal dependencies as local passing of information

Schema 5 (Head-Filler Schema)
head-filler-phrase ⇒

head-dtr 1


synsem


loc|cat


head

[
verb
vform fin

]
spr ⟨⟩
comps ⟨⟩


nonloc

[
to-bind|slash ⟨ 2 ⟩

]




dtrs

⟨synsem
[

loc 2

nonloc|inher|slash ⟨⟩

], 1

⟩


The local value that was passed up through the tree is identified with the local value
of the non-head daughter. The specification of the inher|slash value of the non-head
daughter makes sure that nothing is extracted out of the filler. The head daughter is
specified to be a finite clause with all arguments saturated.
There is a Nonlocal Feature Principle that ensures that the nonloc values of the

mother are the concatenation of the nonloc values of the daughters minus the elements
in to-bind. Since the to-bind|slash value of the head-daughter is non-empty, there
has to be an inher|slash value at the head daughter since something has to be bound
off. The respective element in inher|slash has to be 2 . inher|slash of the head
daughter may contain further elements, but 2 has to be in there and it will be bound
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off and not contained in the inher|slash value of the mother node.
We used the empty element in (26) in the analysis of nonlocal dependencies and

we want to close this subsection with some general comment on empty elements in
HPSG. Empty elements are usually frowned upon within the HPSG community and
some researchers do not use them at all or at least avoid them for certain kinds of
phenomena (Sag & Fodor 1994; Bouma, Malouf & Sag 2001: Section 3.5), but there
is no dogmatic ban on empty elements as for instance in Construction Grammar. For
instance, suggestions to assume empty elements can be found in Bender (2000), Sag,
Wasow & Bender (2003: 464), Borsley (1999, 2009) and Alqurashi & Borsley (2013).
Personally, we agree with CxG views that there is a language acquisition problem with
empty elements but we think this holds only for those empty elements that cannot be
motivated by language-internal evidence. For instance, facts about object agreement
in Basque are not accessible to learners of English and hence they could not learn an
AgrO projection (as assumed for instance by Chomsky 1995: 7, 59–60). But learners of
English have evidence that they can leave out determiners in plural noun phrases. As it
has been shown elsewhere, there are situations in which grammars using empty elements
capture the generalizations regarding omissible elements more directly than grammars
without empty elements (Müller, 2014a; 2016: Chapter 19).

4.10 Roots, words, lexical rules
We showed in Section 4.3 how valence information is represented and in Section 4.7 how
this valence information determines which kinds of trees are licensed. One important
tool of HPSG has not been mentioned yet: lexical rules. Lexical rules are used to relate
lexical objects. For languages with inflection, roots are the minimal objects described
by linguists. These roots are related to inflected forms by lexical rules. Lexical rules
are also used for derivational morphology. For example, the German adjective lesbare
‘readable’ is derived from the root les- ‘read’ by appending the suffix -bar ‘-able’ (Müller
2003). The resulting adjectival stem lesbar ‘readable’ is inflected by adding the suffix -e.
Lexical rules are also used for modeling valence alternations. The following simplified

lexical rule accounts for the passive:

(27)

stem
head verb
arg-st ⟨ NP ⟩ ⊕ 1

 7→


word

head
[

verb
vform pas

]
arg-st 1


The lexical rule in (27) basically maps a verb selecting for at least one NP to a participle
passive that does not select for the subject but for all other arguments. The remaining
arguments will be mapped to spr and comps. English requires that 1 starts with
another NP or a sentential argument so that this NP (or sentential argument) can be
put into the spr list. Of course more has to be said about case assignment and so on
but the basic explanation given above may be sufficient to understand the concept of a
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lexical rule. For details on passives in English see Pollard & Sag (1987) and on passives
in Germanic languages in general see Müller & Ørsnes (2013a), Müller (2018b).

Lexical rules are doing some of the work that was done with transformations. Dowty
(1978) called them lexically governed transformations. There is a crucial difference
though: while transformations relate actual trees that have to be generated by the
grammar before being able to function as inputs to transformations, lexical items license
classes of trees. So lexical rules relate lexical items that license different classes of trees
rather than relating trees directly. This difference is important when considering the
psycholinguistic plausibility of theoretical models (Bresnan 1978).

4.11 Grammatical functions
HPSG refers to NPs, PPs, and so on but does not refer to subjects, objects, and other
grammatical functions as descriptive primitives of the theory. An exception is the subj
feature, which refers to subjects, but this is needed for separating subjects from other ar-
guments in SVO languages16 and for allowing access to information about non-expressed
subjects of non-finite verbs in control and raising structures (see also footnote 7).
As has been often mentioned in the literature, it is not trivial to define grammatical

functions in a crosslinguistically valid way. For instance, in German, subject (as far as
NPs are concerned) can be defined as equivalent with non-predicative nominative (Reis
1982). But in Icelandic, there are quirky case subjects and nominatives can be objects
(Zaenen, Maling & Thráinsson 1985). The verb agrees with the nominative element
independent of its grammatical function. Hence, the term subject-verb agreement is
inappropriate for Icelandic. Rather one should talk about nominative-verb agreement.
As already mentioned above, subjects in SVO languages are serialized differently from
objects and hence there has to be a syntactic differentiation between subjects and ob-
jects. A further difference is controlability. Both of these criteria have been used in the
grammar of Icelandic to identify subjects. Using the subj feature for modeling these
properties is one way to deal with the data, but it does not presuppose a unified concept
of subject that applies to all subjects cross-linguistically. Nevertheless, the individual
criteria that have been suggested for subjecthood may apply within languages and of
course they are modeled in HPSG (position before the verb in SVO languages, controla-
bility, agreement, omitability in imperatives, etc.). However, these criteria may cluster
differently from language to language. This is entirely unproblematic since it is not
necessary in HPSG to assign grammatical functions to constituents.

4.12 Levels of representation
HPSG does not assume a Deep Structure from which a Surface Structure is derived by
transformations as in Government & Binding (Chomsky 1981), but there is something
16We use the spr feature for subjects in this paper, but see Ginzburg & Sag (2000) for the use of subj as

valence feature. Some versions of HPSG do not distinguish between subjects and complements in the
valence list of heads (Sag 2012; see Müller 2018c: Section 10.6.2.3 for discussion). These versions use
a feature xarg to make one argument (usually the subject) accessible for control and also question
tag formation (Bender & Flickinger 1999).
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similar to Deep Structure: the argument-structure list (see Section 4.3). This list
is a representation that contains all arguments of a head in a certain order.17 This
argument structure list can be used for linking valence requirements to semantic roles
(Wechsler et al. 2019) as well as for Binding Theory (Pollard & Sag 1992, Branco 2019).
So, things that are done in Deep Structure trees in GB, namely assigning theta roles to
arguments at a certain position, are done within lexical items in HPSG.

4.13 Summary
This brief sketch of the formal foundation and basic tools mentioned many essential
concepts that are used in HPSG. Of course a lot more could be and has been said
about the properties of the formalism, but this introductory article is not the place to
discuss them in detail. However, it cannot be emphasized enough that it is important
that the formal details are worked out. The interested reader is referred to the work
of Shieber (1986), Pollard & Sag (1987: Chapter 2), Johnson (1988), Carpenter (1992),
King (1994, 1999), Pollard (1999) and Richter (2004, 2007). The work of King, Pollard,
and Richter reflects current assumptions, that is, the model theoretic view on grammar
that is assumed nowadays.
The following section deals with criteria for viewing an HPSG analysis as successful

and after this section we fill in the missing pieces required for the analysis of the given
example sentence.

5 Evaluation
Since HPSG is well-formalized it is always clear what a certain analysis stands for and
what predictions it makes. It is therefore possible to test the analysis against collected
data. This can be done in two ways: either by thinking about the consequences of an
analysis or – more systematic and more reliable – by computer implementations that
can be run against test suites (Oepen & Flickinger 1998). Test suites are data collec-
tions of either hand-made or otherwise available sentences or phrases. Hand-made test
suites can contain ungrammatical strings, which are especially valuable since they can
be used for testing for overgeneration of linguistic theories. Systematic testing is im-
portant since it is often the case that one believes to have found a real simplification of
one’s theory. Running the test suite can show us the one example out of several thou-
sands not covered by the simpler grammar, or the additional examples getting unwanted
structures/readings. In pencil and paper work, these examples could easily escape our
attention. Another way to test implemented grammars is to let them generate strings for
a given meaning. The results are often surprising. They reveal aspects of the grammar
nobody ever thought about before.
During a workshop on Progress in linguistics at the Freie Universität Berlin in 2013 the

first author suggested that proponents of linguistic theories should work out grammar
fragments of reasonable size and provide lists of covered and rejected example sentences

17Butt (1995: 27) points out the LFG’s f-structure corresponds to Deep Structure.
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(see Müller & Ørsnes (2015) and Müller (2017) for examples). When theories are devel-
oped further it can be checked whether the amount of covered data stays constant or is
getting bigger. This is a possible way to evaluate the success of theoretical work. While
some of the frameworks currently available changed their fundamental assumptions fre-
quently, this is not the case for HPSG. There were no radical breaks during the past 33
years. This ensures that the amount of data that is covered by HPSG theories steadily
increases.
There are always many ways to write a grammar for a given data set. In order to

decide which grammar is the best one, one can compare these grammars to grammars of
other languages. Let’s say there are two ways of describing phenomenon X. If we have
one grammar that can account for the data and is compatible with what we know about
another language or other languages then we choose this grammar over the other (Müller
2015b). Similarly, a simplicity metric can also be applied language internally: we chose
the grammar that has to postulate fewer theoretical entities: fewer features, fewer empty
elements. This is nothing special though. It is common scientific practice, also known
as Occam’s Razor. It should be noted though that the most compact description of
linguistic knowledge is not necessarily the best one. There is ample evidence that a lot
of linguistic knowledge is just stored as chunks in the human brain. So even though we
could write a more compact grammar that derives chunks from their components rather
than storing them, we do not necessarily do this since the empirical domain is not just
a set of generated sentences. It is important how linguistic knowledge is represented in
the brain and how it is used by speakers of the language.

6 Sample analysis
As was mentioned in Section 4.3, the shared task for authors of this volume is to analyze
(12) – repeated here as (28) for convenience:

(28) After Mary introduced herself to the audience, she turned to a man that she had
met before.

Some details concerning the analysis of (28) were already discussed in Section 4 by
explaining the tools used in HPSG. But since some of the phenomena manifested in (28)
are less foundational, we decided to put their analysis in a separate section.
In order to explain the HPSG analysis of the sentence, one has to explain how valence

information is encoded and how it is linked to semantic representations (Section 4.3),
and how the internal structure of basic sentences is licensed (Section 4.7). In order to
account for the attachment of the adjunct after Mary introduced herself to the audience
to the main clause and to explain how the relative clause that she had met before attaches
to the noun it modifies, we have to explain how adjunction works (Section 4.8).
The analysis of relative clauses like that she had met before in the above example in-

volves nonlocal dependencies. The respective schemata and mechanisms for establishing
nonlocal dependencies are explained in Section 4.9. In Section 6.1, we provide a special
schema for relative clauses, which is needed in addition.
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Analyses of complex tenses are required to treat periphrastic forms like had met.
Auxiliaries are raising verbs and hence we introduce the analysis of raising in Section 6.2.
Case assignment and agreement play a role even in simple sentences. These phenomena
are dealt with in Sections 6.3 and 6.4, respectively.

In order to account for the binding of the pronoun herself to Mary, something would
have to be said about Binding Theory (Pollard & Sag 1992). Due to space limitations
Binding Theory will not be covered in this overview.18 Section 6.5 sketches the semantics
that is used.
The analysis of (28) is implemented in the TRALE system (Meurers, Penn & Richter

2002, Penn 2004) as part of the BEngl grammar (Müller 2009, 2012, 2018b,a). This
grammar is developed as part of the CoreGram project (Müller 2015b). The grammars
that are developed in this project share a common core of grammatical constraints.
There are grammars for German, Danish, Persian, Maltese, Mandarin Chinese, English,
French, and some toy fragments of other languages. The detailed analysis of (28) in-
cluding semantics is available at https://hpsg.hu-berlin.de/~stefan/Pub/current-
approaches-hpsg.html. Due to space limitations we can not explain the analysis in full
detail here, especially with respect to semantics. The reader is referred to other sources
in what follows. Some of the analyses deviate from theory variants that may be more
common in the literature. When this is the case, reasons for deviating will be mentioned
or discussed in footnotes.

6.1 Relative clauses
The analysis of relative clauses builds on the analysis of nonlocal dependencies already
introduced in Section 4.9. The type of relative clause that is relevant in the analysis
of (12) consists of an extracted phrase containing a relative pronoun and a clause from
which it is extracted. As the bracketing in (29) shows, the relative pronoun who can be
realized far away from where it would be usually realized in a declarative sentence.

(29) the man whoi [I [believe [that [Mary [was [introduced [to _i ]]]]]]]

Relative clauses are special in comparison to the nonlocal dependencies explained in
Section 4.9 in that there are further conditions imposed on the fronted phrase: the
fronted element has to contain a relative pronoun. The fronted element can be a relative
pronoun as in our example and in (30a) or the relative pronoun may be embedded as in
(30b–c):

(30) a. who (she met before)
b. whose sister (she met before)
c. a friend of whose sister (she met before)

18Binding Theory is assumed to operate on the list of all arguments of a head, the so-called arg-st list
(see Section 4.3). An anaphor has to be coindexed with a less oblique element on the arg-st list
if there is any. For the reflexive pronoun herself this means that it has to be coreferential with the
subject of introduce. For further details see Pollard & Sag (1992) and Branco (2019).
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This requirement for a relative pronoun to be present can be analyzed as another non-
local dependency and we can use similar techniques to establish the dependency. The
referential index of the relative pronoun is shared with an element in the inher|rel list
of the relative pronoun:

(31) synsem value of the relative pronoun that:
loc


cat

head noun
spr ⟨⟩
comps ⟨⟩


cont

[
ind 1

]


nonloc
[
inher

[
rel ⟨ 1 ⟩

]]


In order to enhance readability, the inher|slash and the to-bind values are not given,
since their value is the empty list.
The lexical entry of the relative pronoun whose is rather similar, the only difference

being the part of speech for whose, which is det rather than noun. Figure 8 shows the
analysis of the noun phrase a friend of whose sister.

NP[rel ⟨ x ⟩ ]

Det

a

N′[rel ⟨ x ⟩ ]

N

friend

PP[rel ⟨ x ⟩ ]

P

of

NP[rel ⟨ x ⟩ ]

Det[rel ⟨ x ⟩ ]

whose

N′

sister

Figure 8: Representation of the referential index of a relative pronoun in the non-
loc|inher|rel list

A relative clause differs from an ordinary clause in that it can modify a noun. As the
following examples show, ordinary clauses cannot do this:

(32) a. * The man [she had met that before] laughs.
b. * The man [she had met him before] laughs.
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This means that the mod value of verbs – which are the heads of clauses – has to be
none. But for relative clauses we must have a representation where the relative clause
has an N as the mod value. There are at least three ways to achieve this: one can assume
that the mod value of verbs is a default that can be overridden in the case of relative
clauses (Sag 1997), one can assume that relative clauses are the projection of an empty
relativizer (Pollard & Sag 1994: 213–217), or one can assume that relative clauses are
unheaded (Müller 1999b,a). In the latter proposal a relative phrase is combined with a
clause from which it is missing and the result is a relative clause with an appropriately
specified mod value. The latter proposal has the advantage that the special headless
construction can also contribute the appropriate semantics. The relative clause that she
had met before then behaves like other postnominal modifiers and can be adjoined to an
N. As Sag (1997) points out, an analysis with the verb as head would require different
meanings for the verb when used in ordinary clauses in comparison to verbs that are used
in relative clauses. Rather than assuming verbs with nominal meanings for modification
of Ns, Sag assumes that relative clauses have verbal meaning and that there is a special
schema that licenses the combination of Ns and relative clauses. The approach suggested
here does not need such an additional schema.
The Relative Clause Schema is given as Schema 6:

Schema 6 (Relative Clause Schema)
relative-clause ⇒

synsem

loc

cat


head

[
rc
mod N 1

]
spr ⟨⟩
comps ⟨⟩






dtrs
⟨ss


loc 2

nloc|inh
[

rel ⟨ 1 ⟩
slash ⟨⟩

]
,


ss


loc|cat


head

[
verb
vform fin

]
spr ⟨⟩
comps ⟨⟩


nloc|to-bind

[
rel ⟨ 1 ⟩
slash ⟨ 2 ⟩

]




⟩


The schema combines a finite clause containing a gap ( 2 ) with an appropriate filler,
that is, with a filler that has the same local value as the gap, namely 2 . The filler
has to contain a relative pronoun, the referential index of which ( 1 ) is identified with
the referential index of the N that is modified by the relative clause. This schema is
really similar to the Filler-Head Schema: the first daughter is the filler that binds off an
unbounded dependency. One difference is that the Filler-Head Schema has one of the
daughters designated as head daughter while the Relative Clause Schema is unheaded.
Both schemata inherit from the same supertype, which states the constraints regarding
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a filler and the phrase from which it is extracted.
This schema does not include information about semantics but a treatment of seman-

tics can be found in Müller (2013a: Section 11.2.2) and Müller (1999a: Section 2.7). For
further details on semantics see also Section 6.5.

6.2 Raising
Our example sentence involves the auxiliary verb have. Auxiliaries are raising verbs
(Pollard & Sag 1994: 143; Sag, Wasow & Bender 2003: 396; Sag et al. 2020): they
do not care for the type of the subject of the embedded verb since they do not assign
semantic roles to it. In languages that allow for subjectless constructions (as for instance
German) auxiliaries may embed subjectless verbs (Kiss 1995: 87). The trick to describe
raising predicates is that arguments may belong to several heads at the same time. So,
a raising predicate takes as its subject whatever its complement requires as a subject.
This is done with structure sharing (the tool that does most of the work in HPSG, see
Section 4.1). (33) shows the lexical item for the finite form had of the auxiliary verb
have:

(33) cat value for had:

head
[

verb
vform fin

]
spr ⟨ 1 ⟩

comps
⟨
loc|cat


head

[
verb
vform perf

]
spr ⟨ 1 ⟩
comps ⟨⟩



⟩


The auxiliary selects for a VP (something with an empty comps list and one element in
the spr list). The element in the specifier list is identified with the element in the spr
list of the auxiliary.19 Figure 9 shows the analysis of (34):

(34) She had met him.

The perfect participle met selects a subject via spr ( 1 ) and an object via comps ( 3 ).
It is combined with him, resulting in a VP. The auxiliary selects for a VP ( 2 ) and
identifies its own element in spr with the element in spr of the VP ( 1 ). The result of
the combination of auxiliary and VP is a VP that is still lacking a specifier. Since the
specifier of the auxiliary was identified with the specifier of the VP headed by the perfect

19In reality this is more indirect: the element in the spr list of the embedded verb is identified with
the first element of the arg-st list of the auxiliary. The second element on arg-st is the selected
VP. The elements on arg-st are mapped to spr and comps, resulting in the values provided in (33).
We did not include this in (33) for reasons of readability. For further details see Müller & Ørsnes
(2013a). This paper also contains a generalized description of auxiliaries that works for both English
and German, which allows for frontings of partial verbal projections.
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V[spr ⟨⟩,
comps ⟨⟩]

1 NP

she

V[spr ⟨ 1 ⟩,
comps ⟨⟩]

V[spr ⟨ 1 ⟩,
comps ⟨ 2 ⟩ ]

had

2 V[spr ⟨ 1 ⟩,
comps ⟨⟩]

V[spr ⟨ 1 ⟩,
comps ⟨ 3 ⟩]

met

3 NP

him

Figure 9: Analysis of sentence with auxiliary and subject raising

participle, the specifier of the complete VP is identical to the one of the VP headed by
the perfect participle ( 1 ). This way she is both the subject of had and the subject of
met although only the latter assigns a semantic role to it.
This kind of raising analysis also works for verbs like seem and verbs like see and

let (also know as Exceptional Case Marking verbs). The same technique can be used
for the analysis of complex predicates. For instance, for German and Persian it has
been suggested that a predicate complex is formed. This can be modeled by not just
raising the subject of the embedded predicate but by raising all arguments (Hinrichs &
Nakazawa 1994, Müller 2010).

6.3 Case assignment
English has a relatively simple case system and until now we have ignored case in the
example analysis. Pronouns do differ according to case and in order to rule out sequences
like (35), one has to say something about case.

(35) * Him likes he.

Like other theories HPSG distinguishes between structural and lexical cases (Yip, Maling
& Jackendoff 1987: 222). Structural cases are those that change according to syntactic
environments, lexical cases stay constant. We assume that the nominal arguments of one
and two place verbs in English have structural case. The first two arguments of three-
place verbs with nominal arguments have structural case and the third one has lexical
case since it cannot be promoted to subject and get nominative in passive sentences.
The Case Principle (Meurers 1999b, Przepiórkowski 1999) says for verbal environments
that the first element with structural case in the arg-st list gets nominative and all

30



other elements with structural case get accusative. This works well for our lexical items
repeated here as (36) with the case information specified:

(36) lexical items (active):
arg-st

a. meet ⟨ NP[str], NP[str] ⟩
b. turn ⟨ NP[str], PP[to] ⟩
c. introduce ⟨ NP[str], NP[str], PP[to] ⟩

The first element in the list is the subject. It has structural case and gets nominative.
In cases in which the second element has structural case (see (36a) and (36c) but not
(36b)), it gets accusative.
While case assignment by means of the Case Principle sounds straight forward, there

are AcI verbs like see as in (37) that present a challenge for this version of the principle.

(37) He saw her laugh.

laugh is an intransitive verb with a subject argument. This argument is raised to the
object of see. So it is simultaneously the subject of laugh and the object of see, which
would result in a conflict if nothing special is said about such situations. Obviously, the
higher verb should be given priority, so in order to avoid the conflict, the Case Principle
has to be reformulated as follows: In verbal domains the first element of the arg-st list
with structural case gets nominative provided it is not raised. In verbal domains, all
other elements of the arg-st list with structural case get accusative provided they are
not raised.20 In order to be able to distinguish raised from non-raised elements a Boolean
feature21 raised is used. The elements of the arg-st list are not synsem objects but
include synsem objects and have more internal structure:

(38)


arg
arg synsem
raised bool
realized bool


When an argument is raised from a predicate, the value of raised is instantiated as ‘+’.
All those elements that are not raised are marked as raised−. Case is assigned to those
elements that are raised−.

As the following example from Webelhuth (1985: 210) shows, German allows for the
fronting of non-finite verb phrases that contain a nominative.

(39) [Zwei
two

Männer
men.nom

erschossen]
shot

wurden
were.pl

während
during

des
the

Wochenendes.
weekend

‘Two men were shot during the weekend.’

20This is basically a reformulation of Yip, Maling & Jackendoff’s Case Principle (1987) without overriding
case values. They applied their case theory to Icelandic and it comes as no surprise that the monotonic
reformulation works for Icelandic as well.

21The possible (maximal specific) values of Boolean valued features are ‘+’ and ‘−’.
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The standard analysis of auxiliary-verb combinations in German assumes that auxiliaries
form a verbal complex with the embedded verb (Hinrichs & Nakazawa 1994). Auxiliaries
attract all arguments of their embedded verbal complements and hence they can assign
them case. The problem with examples like (39) is that zwei Männer erschossen ‘two
men shot’ forms a phrase and the argument zwei Männer is not represented at the
mother node and hence, when wurden ‘were’ is combined with zwei Männer erschossen
‘two men shot’, wurden ‘were’ cannot attract the argument of erschossen ‘shot’. This
problem was solved by assuming that elements that get saturated stay in the valence
list but are marked as realized (i.e., they have a realized value of ‘+’ rather than
‘−’). The realized elements are still around on the valence lists, which is the reason
why they are called spirits (Meurers 1999b). Figure 10 shows the analysis of (34) with
spirits (marked with checked off boxes). With this slight change in representation the

V[spr
⟨

1/
⟩
,

comps
⟨

2/
⟩
]

1 NP

she

V[spr ⟨ 1 ⟩,
comps

⟨
2/
⟩
]

V[spr ⟨ 1 ⟩,
comps ⟨ 2 ⟩ ]

had

2 V[spr ⟨ 1 ⟩,
comps

⟨
3/
⟩
]

V[spr ⟨ 1 ⟩,
comps ⟨ 3 ⟩]

met

3 NP

him

Figure 10: Analysis of sentence with auxiliary and subject raising

argument of erschossen ‘shot’ is still present at zwei Männer erschossen ‘two men shot’
and hence can be attracted by wurden ‘were’. Since it is the first argument of wurden
with structural case it is assigned nominative.

6.4 Agreement
A lot can be said about the many faces of agreement. A short overview article is not the
right place to do this but the interested reader is referred to a great book by Wechsler
& Zlatić (2003). Agreement in English is covered by Pollard & Sag (1994: Chapter 2).
The verbs in our example sentence all are in the past tense so that no agreement is
visible. But English has subject verb agreement. The subject is the first element of the
argument structure list. A more general description of agreement is that the finite verb
agrees with a nominative element. Since nominative is assigned to the first element of
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the arg-st list that has structural case (see Section 6.3), this element is the one that
agrees with the finite verb. This characterization of verb-nominative agreement works
for many languages including Icelandic, where we have quirky case subjects and objects
in the nominative. These objects agree with the finite verb as is shown by examples like
(40), which is taken from Zaenen, Maling & Thráinsson (1985: 451):

(40) Hefur
has

henni
she.dat

alltaf
always

þótt
thought

Ólafur
Olaf.nom

leibinlegur?
boring.nom

‘Has she always considered Olaf boring?’

Zaenen et al. (1985) show with several tests that henni ‘she’ should be regarded as the
subject and Ólafur as the object. But agreement is with the nominative element and
hence in sentences like (40) with the object. Here, it is assumed that quirky subjects
have lexical case and hence an analysis assuming that the first NP with structural case
(if there is any) agrees with the finite verb gets the facts right (Müller 2018b).
Again, like with case assignment agreement relations can exist between finite verbs

and nominatives that are embedded in a separate phrase (Höhle 1997: 114):

(41) [Die
the

Hände
hands

gezittert]
trembled

haben
have

/ * hat
has

ihm
him

diesmal
this.time

nicht.
not

‘His hands did not tremble this time.’

Since the argument of gezittert ‘trembled’ is raised to the auxiliary haben ‘have’ as a
spirit, it is accessible to haben and the agreement relation can be established. The same
explanation works for the passive example in (39): since the nominative is an element
of the arg-st of the auxiliary, the agreement relation can be established.

6.5 Semantics
Very little has been said about semantics so far since this book is about syntactic ap-
proaches. However, HPSG takes the integration of constraints on all linguistic levels
seriously and therefore most HPSG analyses cover both syntactic and semantic aspects
of the phenomena under consideration (Koenig & Richter 2019).

HPSG started out with Situation Semantics (Barwise & Perry 1983). Later, Minimal
Recursion Semantics (Copestake, Flickinger, Pollard & Sag 2005) was developed, which
is assumed by many researchers nowadays. We cannot explain the inner workings of MRS
but we can point out some of its merits: MRS is a so-called underspecified semantics
framework. Scope relations are represented in an underspecified way. So for many
situations one gets one semantic representation which stands for several readings.22 So
far the linking between syntax and semantics in lexical items has been explained, see
for instance example (14). The semantic representation is contained under cont and
it consists of an index (basically an event variable or a variable for an individual) and
a list of relations. The index usually plays a role in these relations. The semantic
contribution of a phrase is the concatenation of the rels lists of its daughters plus a

22See for instance Egg (1999) for the three readings of Max opened all windows again.
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special rels list that is specified in phrasal schemata. For vanilla schemata like the
Head-Complement Schema, the rels list that is specified by the schema is the empty
list. So the Head-Complement Schema is fully compositional in the sense that no extra
information is added. However, phrasal schemata can contribute additional relations by
this extra rels list. It is a claim found in much of the Construction Grammar literature
that certain phrasal configurations contribute their own meaning. This can be handled
easily with HPSG’s Semantics Principle, which states that the relations contributed by
the mother node are the concatenation of the relations of the daughters plus the relations
contributed by the phrasal schema (see for instance Copestake et al. 2005: Section 6.6).
The implemented grammar contains semantic constraints. So, the interested reader

may inspect the analyzed example sentence23 to see the semantic contributions of words
and phrases. Click the top-most node in the tree and have a look at cont, rels, and
hcons. Click on boxes to inspect their content.

7 Conclusion
This paper introduced the framework of Head-Driven Phrase Structure Grammar (HPSG).
We showed how HPSG captures morphology, constituent structure and relations be-
tween syntax and semantics by using feature value pairs, identity of values (structure
sharing) and relational constraints. Issues of modularity and interfaces and psycholin-
guistic plausibility have been touched. Since the specification of features and values is
purely declarative and no processing regime is associated with the linguistic knowledge
it can be used in any direction, that is, it can be used for parsing and generation. This
kind of linguistic knowledge is compatible with incremental processing that processes
information from all descriptive levels including world knowledge.
The paper analyzes one example sentence in detail. The phenomena discussed in-

volved basic constituent structure, valence, linking, case assignment, agreement, raising,
extraction (nonlocal dependencies) and relative clause formation. It has been shown
that all relations can be modeled as local relations. In some cases in which transfor-
mations/movement are/is suggested in other frameworks, identifying information via
structure sharing is used. For instance in raising, arguments can be the arguments of
several heads. Nonlocal dependencies are modeled by passing information up until it is
bound off by a filler.
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