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Abstract

This paper describes a grammar fragment of Maltese thatptemented in
the framework of Head-Driven Phrase Structure Grammar.

1 Introduction

It was Utz Maas who first aroused my interest in the Maltesguage and asked me
to discuss with the Osnabriick group how HPSG could be apmidthltese. | started
to read the sparse literature on Maltese and discovered Blaiys-book on Maltese
grammar. Fabri’'s analyses are coached in the framework xitakeDecomposition
Grammar (Wunderlich, 1997), which shares a lot of basicrapsions with HPSG, so
that this book was ideal as a background for my project. Ilduidiscovered that the
interactions of phenomena are quite complex and that a ctampmplementation of
my theoretical ideas would be helpful. | started to tramskabri’'s analyses into HPSG
analyses, and extended, adapted or changed them when Itfdamécessary. HPSG
differs from LDG in allowing types as values of features @&zt of binary values only.
This makes it possible to use types for classifying lingoisbjects and makes fewer
features necessary. Apart from this formal differencefriaieed from using defaults.
The HPSG grammar uses Minimal Recursion Semantics (Cdgedtickinger, Pol-
lard and Sag, 2005) as the underlying semantic formalismsimdplemented in the
TRALE system (Meurers, Penn and Richter, 2002; Penn, 2004).

2 Background and Basic Assumptions

Head-Driven Phrase Structure Grammar (HPSG) is a gramah&tanework that was
developedin the 80s by Pollard and Sag (Pollard and Sag, 1984%). Since then more
than 1,000 papers on HPSG were published and a large numbegoiges were dealt

TThis work was presented in 2007 in Osnabriick at the Chair tave@al and Germanic Linguistics and
at the first international conference on Maltese Lingusstit 2007 in Bremen. The section concerning
constituent order was presented at the 2008 HPSG confeirekg®to.
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with theoretically and for many languages computationagcessable grammars were
implemented.

Typed feature structures are used to model linguistic ¢djddnguists use typed
feature descriptions to describe stems, words, lexicabrudnd phrases. In what fol-
lows | will sketch some basic assumptions. Due to spacediioits this part will be
very brief. The interested reader is referred to Pollard @agd, 1994 and to the text-
books of Borsley, 1999, Sag, Wasow and Bender, 2003, ancei2008.

2.1 Valency

Every lexical item comes with a list that describes the argnt®ithat have to be com-
bined with it in order to yield a complete phrase. (1) givesie@xamples:

(1) verb argument structure
gie (‘tocome’)  ( NP[str] )
kiteb (‘to write’)  ( NP[str], NP[str] )

gierequires one NP with structural case &it@btwo. Case in verbal environments is
assigned by the Case Principle as follows:

Principle 1 (Case Principle)
e [n a list that contains both subjects and complements of bavéread, the first
element with structural case is assigned nominative calesslit is raised to a
dominating head.

e All other elements of this list with structural case are gissd accusative case.

This Case Principle is very similar to the one that was suggdsy Yip, Maling and
Jackendoff (1987) and therefore also accounts for the ogderss of a variety of
languages that were discussed by these authors, includérgpiplicated case system
of Icelandic. The case principle above is also assumed inGir@mmars of German
(Meurers, 1999; Muller, 2008), Finnish (Przepiorkowsk99a), and Hindi (Muller
and Vasishth, In Preparation).

The elements in the valency list are linked to argument stogemantic represen-
tations. (2) shows an example entry fpe:

[PHON  (gie)
HEAD verb

CAT l
ARG-ST ( NPJstr
(el )

SYNSEM
CONT |IND
)
NONLOC...

PRED come

ARGO [2] even
RELS

ARG1

argl-relation

1For a way to formalize principle 1 see Przepi6rkowski, 1999eurers, 1999; Meurers, 2000, Chap-
ter 10.4.1.4.



Phonological information is presented underoN. The value ofPHON is a list of
phonemes. Instead of a phoneme representation | give amgoatphic representation
to increase readability.

Syntactic and semantic information that can be selectedttogr dveads is repre-
sented undesYNSEM. The value ofSYNSEMis structuredLoc contains information
that is relevant locallyNnoNLOC is used to model nonlocal dependencies (see Sec-
tion 8.2). CAT contains the syntactic category information like part ofesgh (repre-
sented undereAD) and valence information antloNT contains selectable semantic
information. All information that is contained undeeAD will be projected along the
head path in a syntactic analysis. This is ensured by the Reatlire Principle, which
identifies theHEAD value of the mother with theeAD value of the head daughter.

Boxed integers are used in HPSG to mark identity, so theeefeal index of the
NP argument ofjie is linked to theARG1 of the comerelation. The relations that
are contributed by a word or by a phrase are represented asline of therRELS
feature. | use Minimal Recursion Semantics (MRS) for theeasentation of the se-
mantic contribution (Copestake et al., 2005), but the feagieometry differs from the
one assumed in standard MRS in that the relations are nasepted under the path
SYNSEM|LOC|CONT but at the top level of the feature structure. Since the mgor
tion that can be selected by other heads is the informationpgd undesSYNSEM
(syntax-semantics), this feature geometry restricts ¢hectable information to those
parts of the semantic representation that have to be abteghiat is the semantic vari-
ables that are represented undev (index). See also Sailer, 2004 on the locality of
selection with regard to semantic information.

2.2 Basic Constituent Structure and Complementation

| follow Fabri (1993) in assuming that Maltese is a langua@é & verb phrase in VO
order. The subject may be realized either to the left or taigie of this VP (p. 142).
Pollard and Sag (1994, Chapter 9) and Sag, Wasow and Bendl@B,(Zhapter 4)
suggest using two features for the representation of argtarfer a configurational
language like English: thePRrfeature to represent the specifier/subject anctheps
feature to represent all other arguments. | use the moréitnaal SUBCAT feature
instead ofcomPs The reason is that | follow Kiss (1992; 1995) in assuming tha
subject of finite verbs in German is represented on the sataslithe other arguments
of the verb. This accounts for the fact that German allowssthgect to be serialized
freely with regard to the other arguments. Languages diff¢he way they map the
arguments fronARG-ST to SPRandsUBCAT. While in German all arguments of finite
verbs are mapped teuBCAT, the arguments of Maltese and English are split: The
subject is represented as the only member ofsthrlist and the other arguments are
mapped tasUBCAT.

In the analysis presented below a verb is combined with #raeht orsUBCAT to
form a VP and in the next step this VP is combined with its djgrdio form a complete
sentence.

(3) L-iskrivan kiteb I-ittr-a.?
def-employee.3msgrote.3msglef-letter-fsg
‘The employee wrote the letter.

2Fabri, 1993, p. 130.



V[spr([]),

SUBCAT ()]

A

[ NP[non V[spr(),
SUBCAT ([1)]

S TTT—

V[sPR{[), 2INP[acq
SUBCAT ([2]),
ARG-ST ([ NP[nom, 2 NP[acq )]

L-iskrivan kiteb I-ittra.

Figure 1: Basic Clause Structure

The analysis in Figure 1 differs from standard HPSG in noteéing off the ele-
ments in the valence representation after combinationtaimdsrd HPSG theuBCAT
list of the VP would be the empty list, but in Figure 1 tsisBCAT list still contains the
element. Note though that this element is marked as satlfsge also Higginbotham,
1985, p. 560 for a similar proposal in a different frameworeurers (1999) coined
the termspirit for realized arguments that still hang around. While thiprapch to
saturation may not be necessary for Maltese, it is necessaygt the case assign-
ment facts in German right and if one assumes that basiciplismof grammar are the
same across languages, valence representations andieatafarguments should be
similar across languagés.

Syntax trees are just a means of visualization in HPSG. Adidistic objects (roots,
stems, words, clitics, phrase schemata, and lexical ralesinodeled by typed feature
structures. The fact that the phradieb littra consists of two daughters, a head daugh-
ter and a non-head daughter, can be represented as in (4):

PHON ( kiteb, littra )

HEAD-DTR |:PHON ( kiteb)}

(4)
NON-HEAD-DTRS < |:PHON ( littra >:| >

Basically this is a one by one description of the tree camestits. The value afioN-
HEAD-DTRSIs a list since this allows for structures with several n@adh daughters.
An example of a construction that can be analyzed with two-imesd daughters are
relative clauses, which can be described as binary heastiesgures (Muller, 1999,
Chapter 10) that provide a nominal semantics despite theirgbheaded by a verb
internally.

The linguistic object that modelsteb littra is of the typehead-argument-phrase
and is constrained by the following constraint:

SNote that | do not make any claims about innateness here.



Schema 1 (Head Argument Schema (binary branching))
head-argument-phrase

suBcATM @ (&) @

HEAD-DTR|SUBCAT[I @ ([2]) @ [3] list of spirits

NON-HEAD-DTRS < [SYNSEM[Z]| >

This schema requires that the head daughter h&sea AT list that can be split into
three parts: a possibly empty first pdm)( a list that contains an unrealized argument
(@), and a possibly empty list of arguments that are alreadizezh(3]). TheSUBCAT

list of the mother differs from thsuBCAT list of the head daughter only in that the
elementz2]is marked as realized. The description of the argument indfence repre-
sentation of the head has to match the properties of the atdmthe list of non-head
daughters.

3 Morphology

The grammar fragment covers basic forms of inflection (ititdecfor masculine and
feminine gender, verbal inflection), definiteness markarg] cliticization.

3.1 Inflection

The Maltese lexicon has to contain root forms specifyingscorant patterns and infor-
mation about vowels that have to be inserted to derive stéshshows some examples:

(5) citationform root vowel melody imperative

"holom him o o hlom ‘dream’
"hadem ‘hdm ae a’hdem ‘work’
nizel el e inzel ‘go down’
seraq srqg ea israq ‘steal’

The relation between roots and stems can be implementedlgiacal rule. The
lexical rule takes as input the lexical description of a vend inserts the vowels in the
respective position in the phonological representaticghefutput. Other lexical rules
relate such stem representations to fully inflected wordsdan be used in syntax.

Nouns can be grouped into nouns with a sound (6) and into nwiths so-called
broken plural (7):

(6) a. art
country
b. art-ijet
countries
(7) a.bolla c. tabib
stamp doctor
b. bolol d. tobba
stamps doctors

While the stems of regular nouns can be related to words bgithgle concatena-
tion of phonological material, the forms in (7) require irt&@n of vowels in consonant



patterns. Both cases can be handled by lexical rules rglbtikical representations to
fully inflected words.
Usually, adjectives end ira; if they refer to feminine nouns:

(8) a. ktieb  sabih
book.msgheautiful.msg

b. vedut-a sabih-a
view-fsgbeautiful-fsg
However, many non-native adjectives do not inflect for gende

(9) a. rael intelligenti
man.msgntelligent
‘an intelligent man’
b. mar-a intelligenti
woman-fsgntelligent
‘an intelligent woman’

(10) shows the lexical rule that licences feminine forms:

PHON[]
PHON a
(10) | SYNSEM|LOC|CONT|IND|GEN fem| +— {word We( >]
native_stem

Gender information is part of the referential index that astpf the semantic repre-
sentation of nouns and adjectives (Pollard and Sag, 199 .Iékical rule applies to
a stem with feminin gender as described in the lefthand sidkeeorule and licences
a word, as described in the righthand side of the rule. To #mkexample the word
sabihas licensed by the stesabih
By convention, values in the input that are not changed eitigliin the output

are taken over from the input. There is also a parallel Iéxigie for the masculine
form that differs only by not adding any phonological maériThe latter lexical rule
licences forms likesabi fin (8a).

3.2 Definiteness Marking

Definiteness is marked with an /I/ at nouns and adjectives aftédde. (11) gives an
example?

(11) I-ktieb
def-book

If the noun starts with one of the coronals /d/, /t/, Is/, liZ{ jtsl, Ifl, In/, or [r/ the /Il is
assimilated. (12) gives an example:

(12) r-ragel
def-man
The only exception is the coronabldwhich is exempt from assimilation.

Inner epenthesis can be observed if the word starts withr/§/ éollowed by a
consonant:

4(11), (12) and (13b) are underlying forms. If the definitenfiosf bookis used in isolation, an /i/ has to
be added. See below.



(13) a. skola
school

b. I-iskola
def-school

If inner epenthesis applies, it prevents assimilation.

Outer epenthesis happens if the word to which the definikenmesrker attaches
starts with a consonant and it is not the case that there isa@@ing word that ends in
a vowel (Fabri, 1993, p. 41).

(14) a. Ta-ni I-ktieb.
gave-mealef-book
‘He gave me the book.’
b. Ta-k il-ktieb.
gave-youdef-book

The formulation of the conditions for outer epenthesis seeamplicated, but it gets
the facts right at the beginning of sentences.
The following lexical rule accounts for the definiteness kivag:

PHONI]
HEAD nominal
(15) |SYNSEM|LOC|CAT |DEF —
MARKING unmarke

PHONf([X])
SYNSEM|LOC|CAT|DEF +

word

f is a function that respects the phonological restrictidateds above and attaches
an /I or a coronal. Lexical entries of nominal elements gatiyes and nouns) that
are specified in the lexicon have tbeF value—. Definite forms are licenced by the
lexical rule that takes these elements as input. For instahe rule may apply tktieb
and licencd-ktieb. That is the rule above should be understood as a statenmgangsa
whenever we have something that matches the lefthand sitteeatile, there is also
something that matches the righthand side.

The valueMARKING is important to get the facts aboliit marking right: The
definiteness marker does not attactiltenarked nouns. See Section 6ldrmarking.

4 Noun Phrases

Noun phrases can consist of demonstratives and a common noun

(16) danil-gurdien
this def-mouse

If a noun is used together with a demonstrative, it has to béedeas definite. Human
nouns can be used together with the numeialhedmsg) orwa hdafsg). Usually
these numerals are realized postnominally, but in the casder discussion they appear
prenominally. Fabri (2001, p. 155) treats these elemernitsdedinite determiners:

(17) wahd-a mara
INDEF-fsgwoman
‘a woman’



| follow Fabri (2001) in assuming that the demonstrative Hrelindefinite article
are determiners in nominal structures. However, | do natragsa DP structure but
treat the noun as the head in nominal structures. Noung setesterminer via thepPr
feature® Following Pollard and Sag (1994, p. 50), | assume that detemscan select
the head they specify as well. This selection is establistieed featurespecand the
specfeature principle, which ensures that theecvalue of a non-head is identified
with thesyNsEMvalue of the head. By this mechanism the demonstrative prooan
impose the definiteness restriction on the noun it combiri#fs \irhe demonstrative
introduces a general quantifier. The lexical rule for defimiss marking in (15) does
not introduce the-operator, since if it did, we would bind the same variabletlg
guantifiers and the formula would be ill-formed. (18) shotws kexical items for the
demonstrative pronoun and the noun:

(18) a. d_an (‘this’):

CAT|DEF +
SPEQLOC
HEAD CONTJ|IND
SYNSEM|LOC|CAT det
SPR()

SUBCAT ()
ARGO ARG1
RELS( |demonstrative_{j |proximal

b. il-gurdien (‘def-mouse’):

[HEAD noun

car | DEF +
SPR ( DET)
SYNSEM |LOC | SUBCAT ()

CONT |IND ]

< [ARGO ref] >
RELS
mouse |

The lexical items are not complete: in order to get the MRSaagpis to work, con-
straints on possible scopings have to be stated, that isatih¢hat the relations con-
tributed by the nominal projection are within the scope &f ¢uantifier has to be rep-
resented somehow. Due to space limitations | do not intredlicdetails concerning
MRS here and point the reader to Copestake, FlickingeraRbéind Sag, 2005 instead.
Figure 2 on the following page shows the analysis of (16).
The mother node is licenced by the following schema for heaetifier phrases:

5See van Langendonck, 1994, Hudson, 2004, and Miiller, 200&pt€r 6.6.1 for arguments for the NP
analysis.



N[DEF+
sPrR([),

RELS ( demonstrative_q(x), proximal(x), mouse()

/\

Det[sPEC[Z], 2IN[DEF+
RELS ( demonstrative_q(x), proximal(¥) SPR{[),
RELS ( mouse(x))]

dan il-gurdien

Figure 2: Analysis oflan il-urdien‘this def-mouse’ = ‘this mouse’

Schema 2 (Head-Specifier Schema)

head-specifier-phrase:
SYNSEM|LOC|CAT|SPR( 1)

SPR ()

HEAD-DTR|SYNSEM|LOC|CAT : -
SUBCAT list of spirits

NON-HEAD-DTRS < [sYNSEM]] >

The head daughter in a head-specifier phrase has to be ftllsated with regard to
the SUBCAT elements, that is, the elementsSnBCAT have to be spirits. The single
element in thespRrlist has to be compatible with thevNSEM value of the non-head
daughter.

Indefinite nouns are used unmarked and without a visiblechéter (19a), definite
noun phrases have a noun that is marked for definiteness. (19b)

(19) a. ktieb
book
‘a book’
b. il-ktieb
def-book
‘the book’

Adjectives usually follow the noun they refer to and theyesgwith the noun in
number and gender:

(20) a. ktieb  sabih
book-maseautiful-mas
‘a beautiful book’
b. vedut-a sabih-a
view-fsgbeautiful-fsg
‘a beautiful view’

(21) shows the masculine form of the adjectabi h



(21) sabih

[PHON  (sabif

MOD N[sg madnq
PRE-MODIFIER —

HEAD
CAT :
SYNSEM [LOC adj

ARG1
RELS beautiful

Adjuncts are treated as functors in HPSG: the adjectivetsetieeN that it modifies via
the featuremob (MODIFIED). The adjective specifies the gender and number values
of the nominal projection it can modify. This specificatiomsares the agreement of
noun and adjective in gender. See Wechsler and&ZIa603 for a detailed discussion
of agreement in HPSG.
All modifiers have a head featurRE-MODIFIER. The value of this feature is ‘+’,
if the modifier precedes the head it attaches to afidf‘it follows the head.
The referential index of the selected nominal projectiof2ih) is identified with
the argument of thbeautifulrelation.
The following schema licences head-adjunct structures:

SUBCAT ()

Schema 3 (Head-Adjunct Schema)
head-adjunct-phrase»
HEAD-DTR|SYNSEM[]

HEAD|MOD
NON_HEAD_DTRS< SYNSEM|LOC|CAT |SPR list of spirits >

SUBCAT list of spirits

The non-head daughter has to be fully saturatedwdi® value is identified with the
SYNSEMvalue of the head daughter. This ensures that restricti@isate specified in
the lexical entry of a modifier are enforced onto the head edkedjunct structures.
See Figure 3 on page 13 for an analysis of a full NP containingt@ibutive adjunct.
Nouns and adjectives agree with respect to definitenesanidtd Arabic (Melnik,
2006), but according to Fabri (1993, p.43; 2001, p. 158)ithisot true for Maltese.
For Maltese the restriction is: If a noun in an attributivensuction is indefinite, the
adjective has to be indefinite as well. However, the reveirgetibn does not hold:

(22) a.il-mara t-twila c. il-ktieb ilgdid
def-woman def-tall def-book def-new
b. il-mara twila d. il-ktieb gdid
def-woman tall def-book new

In addition to the cases with the standard order noun-adgeict (22) there are marked
cases in which the adjective appears prenominally. If thad\iifinite, the marking
appears on the adjective, but not on the noun (see also kalij&004, p. 264, p. 273
on non-intersective definite adjectives in Modern Greek).

(23) l-allegat qgattiel
def-allegednurderer
‘the alledged murderer’

10



Thus, the NR-allegat qattielis definite although the noun is not marked as such. |
therefore assume that tineF value of a nominal projection is dependent on the left-
most daughter. In the case of (22) this is the noun, but ini(28Yhe adjective.

Fabri (1993) suggested the lexical introduction of the diefitess operator, but
revised this analysis in his 2001 paper. | follow him in thigblysis and assume that
the definiteness affix is just a formal marking on both nourts adiectives (see the
lexical rule in (15) on page 7). The value of the featneF is set from— in the input
to + in the output of the lexical rule. Determiners are séresio the value obEF of
the nominal projection they are combined with. Apart fronrmad@strative pronouns
and the indefinite determiners there are two empty detemsiio@e with definite and
another one with indefinite semantics. The determiner wétinite semantics selects
via SPECa nominal projection that has tlmeF value + and the indefinite determiner
selects one that has tiveF value —.

The lexical rule does not introduce semantic material liletoperator and there-
fore can account for the definiteness marking of both adjestand nouns. If the
semantic contribution would be introduced by the lexicé rthe same variable would
be bound by two operators in cases like (22a, c), in which thetlnoun and the adjec-
tive are marked for definiteness.

However, the definiteness marking on the adjective in exagifite (22a, c) has a
semantic effect. According to Fabri (2001, p. 171), (22¢) ealy be used in situations
in which more than one book is present, that is, the propesyessed by the adjec-
tive has to help to further specify the discourse referehictvis not possible if there
is only one book. In the latter case it would be sufficient te iliktieb (‘the book’)
to identify a certain book in a given context. This cardityationstraint seems to be
correct for singular cases, but it is problematic for dedipitural NPs, since they nec-
essarily involve more than one discourse referent. Thecgmbroutlined by Kolliakou
(2004) seems more promising. She suggests that adjedi@tare marked as definite
specify a subset of a contextually given set (Kolliakou,208ection 5). She gives the
specification in (25) for the polydefinite in (28):

(24) to-kokinoto-podilato
the-red the-bike

‘the RED bike’
r INDEX ]
CONTENT |RESTR {red([), bike([)}
def-rel
(25)
SUPERSET[2]
CONTEXT|BACKGROUND SUBSET
i include-in-rel| J |

Kolliakou uses Situation Semantics that was also used ittafldand Sag, 1987). The
index[d in (25) refers to one element, not to a set. Hence the consfraiC [2] is
ill-formed. Instead one should say that the set contaifinups to be a subset &.
However, two important questions remain unanswered: veiidiaind what happens in
cases with more than one definite adjective. Kolliakou dises the example:

6] replaced the set union sign in the restriction set by a comKulliakou’s description contains the
constraint ‘wherd1] C [2' in addition to what is given in (24), but this seems to be rethnt, since this
constraint is contained in trtEACKGROUND set.

11



(26) to-kenuriao-kokinoto-podilato
the.new the.red the.bike
‘the new red bike’

| believe that a fusion of Fabri's and Kolliakou’s analysedhe correct way to tackle
this problem: instead of requiring that there is more thaa entity that fits the pred-
icate of the noun, one should assume a subset approachs,ttta definite adjective
il-gdid comes with the restriction that the set of possible diseteterents described
by the noun is a proper superset of the set of discourse rafedescribed by both the
noun and the adjective:

(27) {book(x)} D> { book(x) A new(x) }

In situations in which there is just one book, the informatibat we are referring to
a new book does not distinguish between possible discoafeeents, and the use of
the definite version of the adjective is therefore infetiag. This subset approach also
works for definite plural NPs.

A remaining open question is how to integrate the respecirestraint into the
grammar. Fabri suggests that the constraint should benatido the empty determiner
or to the demonstrative. The problem with this approachas ithinvloves a certain
nonlocality, since the determiner has to take informatido &ccount that can be deeply
embedded in the nominal projection it is combined with. Theraative is to specify
the constraint in the lexical item for the adjective. Kdtlieu rejected this analysis
since she assumes that tiveof to-kenuriois the definite article in monadic definites
like (28):

(28) to-kenurigpodilato
the.new bike
‘the new bike’

Instead she assumes a constructional analysis for poly@sfthat introduces the sub-
set condition on the phrasal level. Since | assume that thatdicational information
is contributed by the demonstrative or by an empty elementlidgkou’s argument
does not apply. However, due to the use of Minimal Recursiema&htics and due
to the representation of threLs list outside ofSYNSEM, it is not possible to access
the semantic contribution of a modified nominal projecticoni within the adjectivé.
Therefore locality considerations enforce a phrasal amlgince th&eLs values of
daughters that are combined in a certain syntactic confiigurean be accessed by the
respective schema or general constraints on phrasal coetfigus.

Figure 3 on the following page shows an analysis that make®tiall the points
discussed above. The adjective selects the noumeia. It can access the referential
index of the nounxin Figure 3) and identifies it with the index that is used in®Ee s
list of the adjective. The noun selects a determineis#a The determiner is located
in the position the demonstrative would take, but is notbkési The version of the
determiner that is used in the analysis in Figure 3 selectdinite nominal projection
via specand contributes definite semantics.

"Copestake et al. (2005) assumiegy feature that points to the main contribution of a head. Téugire
can be used to access the semantic contribution of the nowweér, in nominal phrases that involve
multiple definite adjectives, this is not sufficient. Accimigl to Fabri (p.c. 2008) nominal structures with
multiple definite adjectives are rather marked, so that auddcdecide that the grammar should not admit
them at all. If this is the case, theeY feature is sufficient and the subset condition can be stasechlly in
the definite adjective.

12



N[DEF+
spPr(M),
RELS ( 1x, woman(x), tall(x)),
BACKGROUND ( { X [woman(x) } D { x jwoman(x)A tall(x) }) ]

/\

Det[sPEC[2], N[DEF+
RELS (X )] SPR([),
RELS ( woman(x), tall(x)),
BACKGROUND ( { X [woman(x) } D { x [woman(x)A tall(x) } )]

/\

BIN[DEF+ Adj[DEF+
SPR([), MOD
RELS ( woman(x))] RELS ( tall(x) )]
il-mara t-twila

Figure 3: Analysis ofl-mara t-twila ‘def-woman def-tall’ = ‘the tall woman’

5 Predication

Adjectives can form a complete utterance together withr thédject without involving
a copula:

(29) a. Jiersabih.
| beautiful.msg
‘I am beautiful.” (male speaker)
b. Jiensabih-a.
| beautiful-fsg
‘| am beautiful.’ (female speaker)

| first followed Fabri in assuming an empty copula that cdnttés tense and aspect
information, but Utz Maas (p.c. 2007) has since convincedhmeone should leave
this information underspecified and assume that the he#eresithis information from
the absence of any other marking. Therefore | representubgd of predicative
adjectives undesPR The combination ofien and sabihais an instance of head-
specifier phrase. For languages that need a copula, theesabjgedicative adjectives
is not presented undesPR but under a head featusBa. This suBJfeature is not
a valence feature and hence combinations R&ter klug(Peter smart) are ruled out.
In order to form grammatical sentences with predicativenelets, a copula has to be
used that selects the predicative element and attractsuhevalue of the embedded
predicate and turns it into a dependent of the copula. SedcHmand Nakazawa,
1989, 1994 for the general approach of argument attractietPiSG and Miller, 2002,
p. 103 for an analysis of the copula in German. A discussiaropfilaless predication
in German can be found in Miller, To Appear.

The copula can be omitted in the present tense only. Forrseggevith past tense
a copula element has to be used:
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(30) a. Pawluabib
Pawludoctor
‘Pawlu is a doctor.’
b. Pawlukien tabib
Pawlube.3msg.pastoctor
‘Pawlu was a doctor.’

The same is true for sentences with negation. These factaptared by the analysis
since it is assumed that the hearer infers the present temsethe absence of the
copula. If a copulais present, nothing has to be inferredla@dentence is interpreted
according to the form of the copula element. The negatiodsisemething to attach
to. This is the reason why the copula element is necessaggatad sentences.

One advantage of the copulaless analysis is that it is desitrestrict pro-drop
(see Section 9) to verbs. Since no verb is involved in theyaisbf (30), this explains
why the subject cannot be dropped. If one would assume aryaragial head for the
analysis of (30), part of speech information could not baluselock pro-drop.

6 Lil Marking and Case Assignment

Subjects may not bl marked. The direct object i§ marked if it refers to a human
object (Fabri, 1993, Chapter 5.2):

(31) a. Rajt lil  Pawlu.

see-1ls@CasePawlu
‘| saw Pawlu.’

b. *Raj-t Pawlu.
see-1sdPawlu

c. Xtraj-t il-ktieb
buy-1sgdef-book
‘I bought the book.’

d. *Xtraj-t lil-l-ktieb
buy-1sgCase-def-book
‘I bought the book.’

The indirect object is alwayld marked:

(32) a Baghat il-ktieb il Ganni.

sent-3msglef-bookCaseGanni
‘He sent the book t&anni.’

b. *Baghat il-ktieb Ganni.
sent-3msglef-bookGanni

c. Baghat I-ittr-a il xi universita-jieﬁl-Germanja.
sent-3msglef-letter-fsgCasesomeuniversity-pl def-Germany
‘He sent the letter to some universities in Germany.

A human direct object can be unmarked if a marked indireaath present.
When proper names atié marked, the proper name alidare written separately
(33), in all other cases the noun aliidare written together (34):

(33) il Ganni
CaseGanni
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(34) a. lil-l-mara
Case-def-woman
b. I-it-tifel
Case-def-boy

If lil attaches to an element that is marked for definiterliéss fused with the definite-
ness marker (34b).

Pronouns can appear either with or withdilt lil marked pronouns can be used
as direct and indirect objects. Regardless of their stadudiract or indirect object
they always refer to animate entities. Therefore Fabri 8199123) suggests that these
pronouns are not formed according to the general ruléik wfarking, but are stored as
fixed idiosyncratic items in the lexicon.

The combination of regular nouns wikh is taken care of by the following lexical
rule:

[PHON
HEAD {CASE datv acc]
CAT
SYNSEM/LOC DEF
MARKING unmarked =
(35) CONT npro
RELS ([not proper-noun-q ) & []
| word _
[PHONf([T,2))
| SYNSEM|LOC|CAT|MARKING marke

The rule takes a noun as input that has the case valug dat. This captures the
fact thatlil marked nouns cannot be used as subjects (nominative noasg)r The
rule furthermore requires that the semantic contributibthe noun is of typenpro
(non-pronominal). This ensures that the rule does not afgppronouns (remember
that pronouns are not compositional and therefore listetiéniexicon). Because of
the spelling constraints that require thikis separated by a blank from proper nouns,
the rule may not be applied to proper nouns. This is ensuregdebgpecification of the
element in thereLslist. [] stands for some arbitrary value. In (35)] indicates that
there may be further elements in tReLslist of the input.

The computation of the phonological form has to take intmaaot the definiteness
marking of the input nourig)), since thdil is fused into the definiteness marker if it is
present (Fabri, 1993, p. 114). The fact that the output ofdkigal rule is marked is
represented by theARKING valuemarked

lil marking of proper nouns is achieved by the following lexieatry forlil :8

8This lexical item has the same effect as markers in PolladdSam’s analysis (1994). However, no head-
marker schema is necessary, since the entry in (36) is camlith a noun by the head-argument schema.
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[PHON(lil )
HEAD [1]

HEAD [CASE datv acc]

Loc CAT | spPRilist of spirits
CAT | SUBCAT SUBCAT list of spirits

(36) SYNSEMLOC
MARKING unmarked

CONTI[2] npro

| MARKING marked
|CONT

|word

lil selects an unmarked, non-pronominal NP in the dative orsative. TheCONT
value is contributed by the head in head-argument strugtlites the head but does
not contribute semantically. This is represented by thetfed theconT value oflil is
identified with thecoNT value of the selected NIJ.

Whenlil is combined with an NP, the Marking Principle (Pollard and),SE994,
S. 45) ensures that theaRKING value oflil is identical to theMARKING value of the
whole phrase.

There are at least two ways to ensure the right distributfdih:oT he first and most
straight-forward one is to specify taRKING values in the lexical entries. (37) gives
an example for a specification of a ditransitive verb.

(37) (NP[unmarked, NP[(humana marked Vv unmarked, NP[marked)

The alternative is less direct. Implicational constrathest refer to case values of
arguments that are realized in certain syntactic configamaensure that the arguments
have the right marking and sortal values.

7 Clitics

Arguments can be realized by clitics. If both the direct obgnd the indirect object
are realized as a clitic, the clitics appear in the order dO < addition to the clitic
an argument can be realized as a full NP. If both the clitictvedfull NP are realized
in the sentence, the NP expresses a topic.

Clitics are attached to their host by a lexical rule, whichrksahe respective ele-
ments in thesuBCAT list of the verb, noun, or preposition as saturated.

8 Constituent Order

The subject can be placed to the left or to the right of the verb
(38) a. Pawluie.
Pawlucame
b. Gie Pawlu.
camePawlu

Fabri (1993, p. 138) shows that SV order is marked if the satligandefinite and men-
tions various other factors that influence markedness ¢édiceorders, but in principle
both the SV and the VS order is attested in Maltese.
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The position of the subject in transitive clauses is alsbemfree, if the subject is
a topic. Without the object clitic there are the orderingiaats in (39b, d—f) for the
sentence in (39a) in reply to the utteranééngrid? (‘and Ingrid’):

(39) a. Ingridkiel-et il-mazzit-a. SVO
Ingrid eat-3fsgdef-black.pudding-fsg
‘Ingread ate black pudding.

b. Kieletil-mazzita Ingrid. VOS
c. *Kielet Ingrid il-mazzita. VSO
d. Ingrid il-mazzita kielet. Sov
e. ll-mazzita Ingrid kielet. osv
f.  Il-mazzita kielet Ingrid. ovs

If the subject is focussed, it has to be placed at the left@f#rb:

(40) Min fetah I-bieb?
who.msgopen.3msglef-door.msg
‘Who opened the door?’

(41) a. Normdeth-et il-bieb. SVO
Normaopen-3fsglef-door.msg
‘Norma opened the door.

b. * Fethet Norma I-bieb. VSO
c. *Norma il-bieb fet het. sSov
d. *Il-bieb fethet Norma. ovs
e. *ll-bieb Norma fet het. osv
f. * Fethet il-bieb Norma. VOS

If the subject is focused and the object is realized both di@and as a full NP,
the following orders are possible (I use the small ‘o’ fotick and the capital ‘O’ for
full NPs):

(42) a. Normdeth-it=u I-bieb. SVoO
Normaopen-3fsg=3msdef-door.msg
‘Norma opened the door.

b. Feth-it=u Normal-bieb. VoSO
open-3fsg=3msHlormadef-door.msg

c. Normal-bieb feth-it=u. SOVo
Normadef-door.ms@pen-3fsg=3msg

d. |ll-bieb fet h-it=u Norma. OVoS
def-door.msgpen-3fsg=3msblorma

e. ll-bieb Normafet h-it=u. OSVo
def-door.msdgNormaopen-3fsg=3msg

f. *Feth-it=u I-bieb Norma. VoOS

open-3fsg=3msdef-door.msdNorma
With the subject topic and the object appearing as a clitecget:
(43) a. Ingridkil-it=ha I-mazzita. SVoO
Ingrid ate-3fsg=3fsglef-black.pudding-fsg
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b. Kil-it=ha I-mazzita Ingrid. VoOS
c. Kil-it=ha Ingrid il-mazzita. VoSO
d. Ingrid il-mazzita kil-it=ha. SOVo
e. ll-mazzita Ingrid kil-it=ha. OSVo
f.  Il-mazzita kil-it=ha Ingrid. OVoS

Fabri (1993, p. 145) provides Table 1 as a condensed ovenfidve data:

focus subject topic subject
intransitive transitive intransitive transitive
verb verb verb verb
without dO- | with dO- without dO | with dO
semantic/ | clitic clitic clitic clitic
pragmatic
restricted | SVO only *VoOS absolutely free| *VSO absolutely free

Table 1: Summary of possible constituent orders

As a reviewer pointed out to me the orders VOS and VoOS witlcaded subject
are also possible, albeit very marked. Thomas Stolz provite following attested
example of VOS:

(44) Hekkin-kun n-ista’ n-aghzel xi  biccaxogholjien®
thus 1sg-be.Fullsg-canlsg-choossomepiecework |
‘I will be able to look for a job then.

8.1 Subject Position

Following Fabri, | assume that Maltese is a configuraticawaduage, that is, a language
that combines the verb with its complements to form a VP whi¢hen combined with
the subject to form a complete clause. As discussed in $e2tithis is modelled in
HPSG by mapping complements and subjects to different latscomplements are
mapped tasUBCAT and the subject is mapped$er

Since the head-specifier schema (see page 8) does not sihecifyder between
subject (the element in theoON-HEAD-DTRS list) and VP (the head daughter) we get
both orders, which is needed for intransitive verbs.

The order VSO without an object clitic is correctly excludsithce the subject can
only combine with a VP, that is V and O have to be combined leetbe subject is
combined with the result.

8.2 Object Fronting

Until now we can account for the patterns SV(O) and V(O)S.ré @ssumes that
Maltese is a SVO language, other orders have to be relatdistbdsic order. In what
follows | will explain the analysis of OSV and SOV.

Building on work in the framework of GPSG (Gazdar, Klein, lBai and Sag,
1985), Pollard and Sag (1994) developed an analysis foloxai-dependencies. The

9Aldo FARINI (translated by Guzé CHETCUTI), Hrejjef ta’ Gaha stejjer ohra. Marsa: Dipartiment
tat-Taghrif, 1997, p. 30.
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basic idea is that a placeholder (trace) is used in the pasitiwhich a certain element
is expected and that the information about the missing olgguassed up in the tree
until it is finally bound off at a higher node by its fillé?.Figure 4 shows the details of
the analysis of (39e), repeated here as (45) for convenience

(45) Il-mazzita Ingrid kiel-et. osv
def-black.puddindngrid ate-3fsg

V[spr(I),
SUBCAT ([#]),
SLASH ()]

T

NPE][acd V[sPr(W),
SUBCAT ([#]),
SLASH ([3])]

T

@ NP[nom V[spPrR{[),
SUBCAT ([#]),
SLASH ([3])]

T

V[sPr({), 2l[Loc B
SUBCAT ([2]) ] SLASH ([3])]

Il-mazzita Ingrid kielet

Figure 4: Analysis of the OSV order

The trace is combined with the verb to form a VP. The verb dosta description of
the object that it requires in itSUBCAT list. This description is identified with the
trace. Since the trace shares its local properties (thoderuomc) with the element
in SLASH, the information about the missing object is recorded. Tifisrmation is
passed up to the dominating nodes by the Nonlocal Featureipla (Pollard and Sag,
1994, p. 164):

Principle 2 (Nonlocal Feature Principle)
For each nonlocal feature, theHERITED value of the mother is the union of the
INHERITED values of the daughters minus the-BIND value on the head daughter.

The top-most node in Figure 4 is licensed by the head-filleest, that is given
as Schema 4:

10There have been attempts to develop traceless analyseslotabdependencies (Bouma, Malouf and
Sag, 2001). The lexical variants have been criticized byieeand Hukari (2006). Analyses that involve
unary projections instead of empty elements are a notdtiamnizant of the analysis presented here. See also
Muller, 2002, Chapter 6.2.5.1 and Mdiller, To Appear for dission.
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Schema 4 (Head-Filler Schema)
head-filler-phrase—

VFORM fin] T

LOC|CAT verb

HEAD-DTR|SYNSEM . s
SUBCAT list of spirits

NONLOC|TO-BIND|SLASH ([1])
Loc[d
NONLOC/|INHER|SLASH ()

This schema combines a VP that is missing an element (thecaleimsLASH) with

this missing element (the non-head daughter). Due to thivoakfeature principle the
information inSLASH is not passed to the mother node. The nonlocal dependensy end
in the head filler phrase.

A linearization constraint ensures that the filler is sé&réd to the left of the non-
head daughter.

Note that the schema differs from the one in Sag et al., 2008%&in not men-
tioning thesprvalue of the head-daughter. This allows the head daughter tofull
clause or a VP. Therefore this schema accounts not only €08V order in (39e) but
also for the SOV order in (39d).

NON-HEAD-DTRS < lSYNSEM

8.3 Clitic Dislocation

As was discussed in the data section, full NPs can be usedditicadto clitics on

the verb. The phenomenon of clitic dislocation is also kndwm other languages.
Alexopoulou and Kolliakou (2002) discuss Clitic Left Disktion in Greek. The anal-
ysis adopted here is based on theirs. | assume that cliticalincelocal objects under
NONLOC|INHER|CLD. The information is projected to dominating nodes and can be
bound off by full NPs. The schema that binds off elementsip is parallel to the
head-filler schema:

Schema 5 (Head-CLD Schema)
head-cld-phrase-

{VFORM fin]
LOC|CAT verb
HEAD-DTR|SYNSEM
SUBCAT ()
NONLOC|TO-BIND|CLD ([1)
Loc

NON-HEAD-DTRS SYNSEM NONLOC]INHER cto ()

SLASH ()

In contrast to head-filler phrases, there is no restrict®ifiaa as the ordering of
the daughters is concerned. The VP consists of the verb alitica Given the right
information structural context, the subject can be placethé right and to the left
of the VP, since the head-specifier schema allows for botarerdTherefore we can
account for the orders in (465:

11The last constituent order is restricted to subjects thanat focused.
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(46) a. SOVo
OSVo
SVoO
OvoS
VoSO
VoOS (non-focussed subject)

-~ 0o ao0C

8.4 Adjuncts
According to Fabri (1993, p. 138) adjuncts can be placed aeywin the clause.

(47) a. lllumPawlugie.
todayPawlucame

Pawlugie 'llum.
Pawlu illumgie.
Gie 'llum Pawlu.
. Gie Pawlu illum.

® 200

The following lexical entry foillum ‘today’ can account for this variability:

[PHON (illum )

M
HEAD l °b Vi
adv
SYNSEM|LOC|CAT
(48) SPR ()
SUBCAT ()

ARG1
RELS( | day
Since neither the valence properties nor any nonlocal ptiegdsLASH or cLD) of the
modifiee are specified, the adverb can attach to all verb@gtions. Since there
MODIFIER value of the adverb is not specified (compare the lexicalydpirsabihin

(21). This adjective obligatorily follows the noun it moei), it can be placed to the
left and to the right of the verbal projection it modifies.

8.5 A Technical Problem: Spurious Ambiguities

There is a technical problem that is caused by the fact tleatlitic dislocation schema
has to allow both SOVo and OSVo. Because of the SOVo orders¢hema cannot
require that the dislocated NP attaches to a fully satunatedhl projection. While the
flexibility is desired if both the dislocated NP and the sebgre located to the same
side of the head we get spurious ambiguities when they asgddon different sides.
Figure 5 on the following page shows an example of such atgitua

Spurious ambiguities of this type can result in a combinatexplosion if adjuncts
and the pro drop rule (see Section 9) are involved. (49) slaovexample involving ad-
verbs. Since S Vo Adv O is possible, (49b) cannot be ruledrogeneral by requiring
that adverbs attach only if all dislocated clitics are boaffd

(49) a. [0S Vo] Adv
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S T
Vv (@] S Vv
/\ A
S \Vo \Vo (e}

Figure 5: The problem of spurious ambiguities

b. O[S Vo Adv]

The solution is to use a feature that marks a projection ifesgomstituent is right-
adjoined to it. Schemata that left-adjoin material reqthe the head-daughter does
not contain any right-adjoined material yet. So we get tfftesteucture in Figure 5 and
rule out the right structure. The left structure is the oret ik cognitively the more
plausible one, since humans start to build structure as astmey hear material.

9 Pro-Drop

In contrast to the object clitics, the subject properties @vligatorily marked on the
verb. Clitics fill the argument slot of a verb. Therefore tiguements do not have to
be realized as a full NP. Since the marking of the verb witlpeesto the person and
number features is obligatory, | treat this marking as ititec However, the realiza-
tion of the subject is optional. In principle, there are sal/possibilities to account
for this optionality: an empty pronoun that appears in thsitian in which an overt
subject would be realized, a lexical rule that reduces thenea of the verb, a unary
branching rule that discharges the specifier element of & 8not see any empirical
differences between the three approaches and have theedefoided to choose the one
with the unary branching rule, since it has the best progeiti terms of the computer
implementation. The schema is given in (50):

Schema 6 (Pro-Drop Schema)
pro-drop-phrase—
SYNSEM|LOC|CAT|SPR( 1)
HEAD verb
HEAD-DTR|SYNSEM|LOC|CAT |SPR (@NPpypro)
SUBCAT list of spirits

The head daughter has to be a VP, that is an object of the categid that has only
spirits in itsSUBCAT list and one element in itsprlist. The schema instantiates this
element to be a personal pronoun. Due to subject verb agreégweknow the person
and number values of the dropped subject and hence themeéeran be reconstructed
by taking discourse information into account.

10 Summary and Outlook
This paper describes an implemented fragment of Maltesergea. The fragment can

be downloaded at http://hpsg.fu-berlin.de/Fragmentida/. The grammar fragment
shares a common core with implemented grammars of GermesiaReand Mandarin
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Chinese. Important parts of the Maltese language are cayvbtg some crucial bits
are still missing: The parts of morphology that involve vbwaleanges are not yet im-
plemented. While this is neither a theoretical nor an im@etational problem for the
framework and system used, it involves setting up the vowtikepns and classification
of stems, work that should be done by a native speaker. Thergeat is lacking rules
for active/passive alternations, causative construstioomplex predicates, raising and
control, and numerals in the NP. Many of these phenomenalieadg described in
Fabri’s work and should be implementable without problems.

In a more recent study, Fabri and Borg (2002) examined thetitoant order data
in more detail. This study has not been taken into accouritérptesent implementa-
tion. It could turn out that a non-configurational treatmehMaltese is more appro-
priate. This would be easier to model than the fixed constitoeder + dislocation.
Instead of a head-argument schema that allows only the eatibn of a head with its
most oblique non-realized argument, a more general schemld be used that com-
bines any unrealized argument with the head. This is thénesat of constituent order
that | assume for German (Miller, 2005, 2008). Of course titolesit order interacts
with information structure. There is promising work on infaation structure and the
interfaces to phonology, syntax, and semantics in HPSGd&hmignd Vallduvi, 1994;
De Kuthy, 2002; Bildhauer, 2008) and this research is bearginued in connection
with the Berlin/Potsdam Sonderforschungsbereich on métion structure. There-
fore, the research done on Maltese constituent order caorbined with work on
constituent order and information structure being donelieioprojects.
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