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1 Introduction

During the last years, several grammarians have arguednfyuistic descriptions of language that
use the concept of discontinuous constituents (Reape, 1992, 1994; Pollard, Kasper and Levine,
1992, 1994, Kathol and Pollard, 1995; Kathol, 1995; MulE®95, 1997, 1999a; Richter and Sailer,
1999; Donohue and Sag, 1999; Penn, 1999).

Reape (1991) notes that it is possible to develop grammasdban the concept of discontinuous
constituents which span every subset of an input string. coimeplexity of the paring problem for
such grammars is at least exponential in both time and sgee&eape (1991, p. 62) has argued for
the processing of grammars with discontinuous constituantl as Carroll (1994) has demonstrated
for different parsing strategies for grammars with contimsl constituents, such theoretical values are
not of much help when it comes to practical systems. In tHevahg | will compare two grammars
for German: one that assumes continuous constituents amdhah allows for discontinuous con-
stituents. | will show different ways to account for the Gamtdata and | will explain why | believe
that grammars with discontinuous constituents are moreogpiate for systems that analyze German
sentences. This claim will be supported by a statistics egetbfrom 10,000 utterances taken from
the Verbmobil corpust

2 ThePhenomena

2.1 Relatively Free Constituent Order in the Mittelfeld

In German, complements and adjuncts of a head can be orddeggtely freely. For instance, with

a ditransitive verb likegeben(give), all six permutations of the arguments are possible, pexvi
appropriate context and intonation. In general the poksatd permute constituents depends on a
broad variety of interacting constraints as for instandenateness, heavyness, definiteness. See for
instance (Behagel, 1930; Drach, 1937; Hoberg, 1981; HABI®2; Uszkoreit, 1987).

TThanks to Dan Flickinger, Anette Frank, Bob Kasper, TibosKiKai Lebeth, Detmar Meurers, Gerald Penn, and
anonymous reviewers for discussion and/or comments oieeagrsions of this paper.
This work was supported by the Bundesministerium fiir Bilgiuwissenschaft, Forschung und Technologie (BMBF)
(Project Verbmobil, Part 2.4, Grant Number 01 IV 701 VO0).
10n Verbmobil see Wahlster (2000).
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(1) a. Deshalbgab derMannderFrau dasBuch.
thereforegavethe man the womanthe book

‘Therefore the man gave the woman the book.’
Deshalb gab der Mann das Buch der Frau.
Deshalb gab das Buch der Mann der Frau.
Deshalb gab das Buch der Frau der Mann.
Deshalb gab der Frau der Mann das Buch.
Deshalb gab der Frau das Buch der Mann.

~0 Q0o

Verbs likekaufen(buy) take four arguments (see Kunze (1991)), and as Wegenes) a9gued con-
vincingly, some of the so-called “free datives” have to balgred as complements as well.

(2) Deshalb kauftKarl von Hansfur finf Mark seinerFrauein Buch.
thereforebuys Karl from Hansfor five Markshis  wife a book

‘Therefore Karl buys a book for his wife from Hans for five Mark

In principle, all permutations of the five argumentskafufenare possible. For sentences with five
arguments the number of possible permutations is 520.

2.2 Verb Position

There are three possible verb positions in German sentenees first position (3a), verb second
position (3b), and verb last position (3c).

(3) a. LiebtderManndie Frau?
lovesthe man thewoman

‘Does the man love the woman?’
b. Der Mann liebt die Frau.
The man loves the woman.’
c. dal der Mann die Frau liebt.
‘that the man loves the woman.’

Verb second sentences are usually analyzed as derived &dniisst sentences by the fronting of one
constituent.

2.3 ThePredicate Complex

Verbs that embed an infinitive withoat and verbs that select for participles form a complex with
their verbal complement (Hinrichs and Nakazawa, 1989ajthEumore, some of the verbs that select
an infinitive withzuform a complex (Kiss, 1995).

(4) a. Hater denMannderFrau dasBuchvon Karl fur funf Mark kaufenlassen?
hashethe man thewomanthe book from Karl for five Mark buy let

‘Did he let the man buy the book for the woman from Karl for fivanks?’

b. weil esihmjemand zulesenversprocherhat.
becausdt him somebodyto read promised has

‘since somebody promised him to read it.’
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Hinrichs and Nakazawa (1989a) suggested analyzing thebal\emplexes via argument attraction,
essentially a lexical variant of a functional compositia@mbining the two verbal functors. For (4b)
this means thatu leserandversprocherform a verbal complex. The complex inherits all arguments
of the verbs that are involved in the complex formation, f@. the complexzu lesen versprocheme
havejemand ihm, andesas arguments. Since all arguments are dependents of thal eerbplex,

it can be explained why these elements can be permuted irathe way as hormal complements of
one single verb can be (see the discussion of{Nate that the number of arguments of the complex
kaufen lassen has six. In principle, this addition of arguments can be iteda

(5) weil HansCeciliaJohndasNilpferd flttern helfenlaft.
becausddansCeciliaJohnthe hippo feed help let

‘because Hans lets Cecilia help John feed the hippo.’

Futternis a transitive verbHelfentakes a subject, a dative NP and a verbal complex. The complex
futtern helferhas three argumentsassertakes a subject, an accusative object (which is linked to the
subject offlittern helfeh and a verbal complex. The compléittern helfen l&Rhas four arguments.

Restricting the number of complements that a verbal complay take is no less ad hoc than limiting
the number of center self-embeddings. Restrictions onuihayer of arguments should not be part of
a competence grammatr.

2.4 Extraposition

Extraposition is a dependency, which is nonlocal in nataven if the the constraints which are im-
posed on this dependency differ from those found with frupas the classical nonlocal dependency:

(6) a. Karl hat mir [ein Bild [einer Frau;]] gegeben,
[die schon lange tot ist]

b. Karl hat mir [eine Falschung [des Bildes [einer Frgll] gegeben,
[die schon lange tot ist]

c. Karl hat mir [eine Kopie [einer Falschung [des Bildes gifrrau ;]]]] gegeben,
[die schon lange tot ist]

‘Karl gave me a copy of a forgery of the picture of a woman whse baen dead for a long
time ago.’

Relative clauses can be extraposed from an arbitrarilyldeszpbedded NP. The same holds for com-
plement clauses, as | have shown in (Muller, 1999a, Ch.133.1.

The number of extraposed constituents is unlimited in fplecas (7) shows.

(7) Ichhabegearbeitefan diesemAbend] [in derKneipe][als Kellnerin].2
I  haveworked at this eveningin the pub as barmaid

‘| worked as a barmaid in the pub that evening.’

2The possibility to scramble the complements of the embed®el with the arguments of the matrix verb has been
denied for various classes of embedded verbs. Howeverp#sitally all permutations are possible becomes clearaf on
takes the data that was discussed by Bech (1955, p. 136)yiBatr (1963, p. 125), Jacobs (1991, p. 20), and Haider (1991,
p.5). The permutation of elements with the same morphaotbgese is restricted by performance factors in both simgheix
complex clauses. See Kuno (1980, p. 175) for Japanese andrNiB99a, p. 172-173) for German. A detailed discussion
of predicate complex constructions and more referencebedound in (Muller, In Preparation).

3Spiegel, 23/1997, p. 122
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In (7), three PPs are extraposed. The PPs are adjuncts aasl sueh not subcategorized by the verb,
i.e., they are not predictabfeSee section 3.1.4 for the consequences of this fact for soalgses.

3 Continuous Constituents

3.1 Linguistic Theory

Like GPSG, HPSG divides the grammar into Immediate Domieamd Linear Precedence rules (LP
rules). In GPSG, LP statements play the role of constraioimtgr in local trees. While in HPSG
larger linearization domains are possible, as is discusssdction 4, most HPSG publications have
implicitly adopted the GPSG conception of applying LP rutefocal trees only.

3.1.1 Redative Free Constituent Order in the Mittelfeld
3.1.1.1 Flat Structures

To account for the constituent order freedom in (1), Uszk§i®©87) suggested a flat structure. Since
all complements in figure 1 are in the same local tree, theybegpermuted as long as no LP rule is
violated.

S[fin, SUBCAT <>]

H C C C
V[fin, SUBCAT <[ [2[ 3 >] (3 NP[dat] [LINP[nom] [2 NP[acc]
Gab mir Maria das Buch

Figure 1: Flat StructureGab mir Maria das Buch?

The problem with this approach is that the number of rules ithaeeded is quite big. There have
to be rules for intransitive verbs, for transitive verbs; ditransitive verbs, and for verbs with four
arguments. If the verb appears in initial position, it is bk that there is a verbal complex at the
right periphery of the clause. In order to account for this,hiumber of rules has to be increased again.
In German, adverbs can be placed anywhere between the goemie The number of adverbs is not
restricted. If this has to be reflected in the grammar rutes number of rules is infinite. Even if one
restricts the number of adverbs in an ad hoc way, the seted mill be huge.

“Note that some recent versions of HPSG treat adjuncts asleorapts. Adjuncts are introduced into the subcat list of
their head by a lexical rule (van Noord and Bouma, 1994). \&likth an approach the problem is shifted to another place and
lazy evaluation techniques are needed to process the gnarhamy evaluation means to wait with the executation in one
branch of the program until enough information is availatlet all systems that are used to process HPSG-like grammars
have built in machinary that allows for lazy evaluation.
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3.1.1.2 Binary Branching Structures

The problems that one has with flat structures disappeareifuses binary branching structures. A
head is combined with one complement at one projection sétegach projection step it is possible to

combine the projection with an adjunct. So it is trivial tacaant for the free appearance of adjuncts
in the GermarMittelfeld.

However, it is not trivial to account for the free orderingomimplements. Sincer, anddas Buchand

V[fin, SUBCAT <>]

TN

NP[nom] VI[fin, SUBCAT <[1]>]
/\
NP[acc] V[fin, SUBCAT <[1[2 >]
/\4
NP[dat] V[fin, SUBCAT <[11[2 [3 >]
er das Buch dem Mann gab

Figure 2: Binary Branching Structurer das Buch dem Mann gab.

dem Manrare not sisters in a local tree, they cannot be permuted/frébkre are several solutions to
this problem: Guniji (1986), Hinrichs and Nakazawa (1988wjjard (1990), and Engelkamp, Erbach
and Uszkoreit (1992) suggested using a set rather thanta tepresent valence information. In head-
complement structures, two elements can be combined ifdimplement is an element of the subcat
set of the head.

The problem with such an approach is that one gets spuriobgaities for constructions where the
head is in the middle. An example would be the head noun in aandlysis.

(8) a. derEntschlufZzugehen
the decision to go

b. seineBehauptungdalRGysiein Spitzelwar
his claim thatGysia spy was

‘his claim that Gysi was a spy’

c. dasBild vonMaria
the pictureof Maria

In sentences like (8) the head noun could be combined wittoitgplement Zu gehendald Gysi ein
Spitzel warvon Marig) or with the deteminerder, dag or subject §eing first. To solve this problem
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one had to assume either a DP analysis, i.e., an analysig wiedeterminator and the subject is the
head, or introduce a special valence feature for detersigaa subjects of deverbal NPs.

Another example of a case where spurious ambiguities arieeiconjunction in coordinated struc-
tures, if they are treated as the head of the constructicsuggested by Paritong (1992).

A further problem with the subcat set approach is that onels)\@esecond list for principles and
mechanisms that rely on the order of the subcat list, as &ante the Binding Theory, some versions
of Case Principles (Heinz and Matiasek, 1994; Miller, To éqp, and other prominence related
phenomena lik&/orfeldellipse(so-called ‘Topic Drop’) (Fries, 1988) and free relativawses (Mller,
1999D).

An alternative with almost the same problems is a relaxatiothe subcat principle. If one allows

the subcat principle to take an arbitrary element from thzcaulist, it is not possible anylonger to
formulate principles that refere to elements at a certasitipo of the subcat list of a phrase. As
Detmar Meurers pointed out, that with this approach priesiphat rely on the order of the subcat list
possibly may be formulated at word level, since there themirtformation is undisturbed.

Uszkoreit (1986) suggested using a lexical rule that foheacb licences lexical entries with permuted
elements in the subcat list for all possible permutationthese elements. This means that at least six
lexical entries are licensed for a ditransitive verb Igeber® This considerably increases the lexical
ambiguity. Furthermore the approach has problems withiepsimambiguities that cannot be solved
without stipulatations. To see this consider the examp(@)n

(9) DemMann gab er  dasBuch.
the manyy gavehe,omthe bookc

‘He gave the man the book.

The fronting of constituents in German is usually analyzederms of a nonlocal dependency: A
complement of the verb is removed from the subcat list by éiteration by a trace, a unary projection,
or by a lexical rule. The complement is introduced into a(istAsH) and percolated up the tree and
then realized to the left of the finite verb. The problem wi i§ that it can be analyzed with two
lexical entries that have the subcat lists shown in (10a)(a40d).

(10) a. <Np[nom1, NP[da], Np[acq>

b. <NP[nom], NP[acd, NP[daf >

Only thenomand acc are realized to the right of the finite verb andm and acc have the same
order in both orderings in (10). With an analysis of extr@aetbased on lexical rules an order for rule
application could be stipulated, i.e., the extractiondakiule could be restricted to apply before the
permutation lexical rule. With the other two approaches isrferced to assume exception features
that block the extraction of an element that was permutedh&yexical rule.

Note, that the problem would disappear if permuted elemeete extraction islands as is assumed
in various GB publications. Then all reordered elementddcbe marked as islands simultaneously
blocking the extraction of the element in the subcat liglftd have shown in (Mdller, 1999a, p. 101)
that permuted elements are not islands. Therefore theogguaimbiguities in (9) can only be avoided
by ad hoc features.

SUszkoreit (1986) assumes even more than six lexical erfoiegebensince his lexical rule instantiates all features that
are relevant for linearization. All these different peratigns and instantiations give rise to 18 different lexmatries for a
ditransitive verb.

138



Depending on the way nonlocal dependencies are introdubexjs a problem for the subcat-set
approach and for the approach with the relaxed subcat pteneiso. If the nonlocal dependency is
introduced in syntax, i.e., by a trace or by a unary projectibis not clear at which position in the

tree the introduction has to happen. This basically is edgit to the problem of linearizing traces in
an account that assumes flat structures.

3.1.2 Verb Position

3.1.21 Flat Structure

If a flat structure is assumed, the verb is in the same localasdats adjuncts and complements, and it
can be serialized either to the left or to the right of them.

3.1.2.2 Binary Branching Structures

If binary branching structures are assumed, the verb pasitsually is described by head movement
analyses (Kiss and Wesche, 1991; Netter, 1992; Miller argph&ta 2000).

To see the motivation for such an analysis, consider thetstres for (11) in figure 3.

(11) BringtPetermorgen die Ladung?
brings Petertomorrowthe load

‘Does Peter bring the load tomorrow?’

[SC <>] [SC<>]
/\ /\
[SC 41 >] [SC<€2>]
[SC <1 >] [SC{2>]
/\ /\
[sC41[2>] [SC42[1>]
Bringt Peter morgen die Ladung Peter morgen die Ladung  bringt

Figure 3: Unmotivated Divergence of Structures for VerlsFand Verb-Last Sentences

Without verb movement one would get two different structufer the sentence, the first structure
being the mirror image of the second. The problem with thésetsires is that adverbs likmorgen
scope over different parts of the tree. Since scope in Geiimdetermined from left to right, the
different structures in a verb first sentence would make gmmedictions.

(12) a. daPetergestern wegen derKonferenzarbeitete.
that Peteryesterdaybecause.ofhe conferencevorked
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b. dal} Peter wegen der Konferenz gestern arbeitete.
c. Arbeitete Peter gestern wegen der Konferenz?

The two sentences in (12a) and (12b) have different readiffys first adjunct always scopes over the
second. If (12c) had a structure as is shown in the first tréigtme 3, the reading in (12b) is predicted

which is empirically wrong.

To cope with this problem, Netter suggests the analysis shovigure 4. A verbal trace (13) attracts

[ SC <>]
C H
3l [SC €3 >]
C H
[SC{2(3>]
C H
[SC <1[2[38>]
bringt Peter die Ladung -

Figure 4: Analysis with Verbal Trace

all arguments of the verlh().®

HEAD  [verb]

CAT
13) SUBCAT V[LEX+, SUBCAT [1], CONT [2]] @
CONT
loc

The trace functions as the head. It combines with the comgiésrof the verb[(r] and[2]in figure 4),
and after having done so with the verb itself.

The problem with such head-movement approaches is thatabe ts dramatically underspecified.
Without further constraints some parsers will build staues that cannot be used in actual analyses

6] adapted Netter's trace in a way that the order of elementhersubcat list corresponds to the order that is assumed
by Pollard and Sag (1994) and throughout this paper.

Note, that the problem discussed below is not a general gmobf argument attraction approaches. The problem arises
just in case underspecified valance lists are instantigteaturation of complements. If the element from which argnta
are attracted is combined with its head before any othemagegtiis combined with this head, all valance lists are irt&tted.
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since these structures do not correspond to linguisticctdje The trace can be combined with
determiners and other material that can never be complenoéat verb. For a bottom-up parser the
search space will be huge. See (Muller, 1999a, p. 180-183nf@xample. If the grammar contains
other empty elements, the search space will be infinite.

3.1.3 ThePredicate Complex
3.1.3.1 Flat Structures

Hinrichs and Nakazawa (1994, p. 11) assume a rule for sezdenith a predicate complex that is
similar to the following rulé’

(14) H[SC <>]— H,C",VC

This rule is an abbreviation of a set of rules (see sectiorl2>elow). TheCt stands for a set of
at least one non-verbal complement. The VC stands for a vedoaplex that is built by the verbal
complex schema shown in (15).

(15) H— H,VC

A sentence with a verbal complex like (4a) is analyzed in tilowing way: With (15) the verbal
complexkaufen lassets built. This verbal complex inherits all arguments fraaufenandlassen
Then (14) is used to combirfeat and all complements dfat andkaufen lassen

3.1.3.2 Binary Branching Structures

With binary branching structures no additional machinsrgacessary. A rule for the verbal complex
like the one in (15) is sufficient. The remaining work is donethe verb movement analysis: The
verb in first position takes a projection with an empty eletiibat built the verbal complex.

3.1.4 Extraposition

There are several approaches to extraposition in HPSG#aitas a nonlocal dependency using the
same nonlocal mechanism that accounts for extraction tieftfegKeller, 1994, 1995; Bouma, 1996).
Since extraposition behaves in some respect differentiy fextraction to the left, a different feature
calledexTRrA is used for these nonlocal dependencies.

To analyze a sentence like (7) hypotheses are introduceédhinaerbgearbeitetwill be combined
with adjuncts which are extraposed. This can be done by a,tkaca lexical rule, or by a unary
grammar rule. Since the number of extraposed adjunctsiisitiedl in principle, a system that parses
bottom-up and that introduces such hypotheses would havdiaite search space. Van Noord and

"Hinrichs and Nakazawa (1998, p. 132) assume the rules in (i).

(i) a. H[SC<>]— C*, Hword
b. H— H[VFORM - fin], VC

8Extraction to the left is usually called topicalizationior German the term fronting is more appropriate sinceexpl
tives and fixed parts of idioms can be fronted and they areapiats. On the distributional properties of idioms see Millle
(In Preparation).
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Bouma (1994) have shown how a lexical rule based approacheaombined with lazy evaluation
techniques in a way that makes such grammars processable.

3.2 Implementations

Many implemented systems that can process HPSG-like grasntike for instance, LKB (Copestake,
1999), and PAGE (Uszkoreit et. al., 1994) do not have a limadion component. Grammars that were
developed in these systems use a context free phrase stripgtokbone. An example for such a
grammar is the grammar developed by Walter Kasper (sensqmticd me (syntax) in theéerbmobil
project (Muller and Kasper, 2000).

There are other systems that allow for relational condsdilke ALE (Carpenter and Penn, 1996; Penn
and Carpenter, 1999), ALEP (Schiitz, 1996), and ProFIT @rb&995, 1998). Examples for gram-
mars in the latter systems are the grammar developed by ke{ir@94) and LS-Gram by Schmidt,
Rieder and Theofilidis (1996). As discussed by Meurers (1@%épter 4.2) relational constraints can
be used to factor out specifications from the individual paratructure and encode them as part of
definite clauses attached to several rules. Apart from ubisgnethod to encode generalizations over
several rules such as the universal principles of HPSGnittso be used to express the LP constraints
in the form of relational attachments to rather underspetibhrase structure rules. As Meurers points
out, the serious disadvantage for processing with suchrargea is that the information in the rela-
tional attachments is not available to guide the parsinggs®. For efficiency reasons, proceeding in
this way therefore does not seem to be an option for pradieghmar implementations.

3.2.1 Flat Structures
3.2.1.1 Multiplying Out the Rules

If flat structures are used, there are two ways to accounhéofree constituent order in tidittelfeld.
Firstly, a subcat list with fixed order can be used and all iptsspermutations are represented in the
rules. This leads to an enormous amount of phrase struatl@® which are shown in (16).

(16) a. H— H[SC<A>], A
b. H— A, H[SC <A>]

9A reviewer pointed out to me that ALE provides the possipilit represent the rules in (i) by a single rule of the form
in (ii).
0] H— H[SC <>]
H— A, H[SC <A>]
H— A, B, H[SC <A,B>]

H— A, B, C, H[SC <A,B,C>]

® 20 T Q@

(i) H — X, H[SC X]

At the time such a schematic rule is applied in parsing, thabar of daughters has to be known though. This essentially
makes it necessary that the head is found first to determinletigth of the subcat list and thereby the number of daughter
involved. Therefore in ALE rules like (16a,c,d) cannot berviated in this way. It is also not possible to collaps suike
(16e) and (16g) since here the arguments are explicitlyedfto in order to permute them.

Note that systems which do not provide for relational caists the number of daughters has to be fixed anyway, since
information has to be percolated from the daughters to thiaendgfor instance nonlocal features and semantic indices)
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H— H[SC <A>], A, VC

H— H[SC <A, B>], A, B, VC
H— H[SC <A, B>], B, A, VC
H — A, B, H[SC <A, B>]
H— B, A, H[SC <A, B>]

Q -~ o 2 0

a7 H— H[SC <A, B>], A, B
H— H[SC <A, B>], B, A
H— H[SC<A,B,C>],A B, C,VC
H— H[SC<A,B,C>],A,C,B,VC

H— H[SC <A, B, C>], C, A, B, VC

® 2 0 T 9w

f. H— A, B, C, H[SC <A, B, C>]
H— A, C, B, H[SC <A, B, C>]
h. H— C, A, B, H[SC <A, B, C>]

Q@

The first two rules are needed for intransitive verbs withw@d (H) in initial and in final position.
The third rule stands for a sentence with an intransitivd varverbal complex and a finite verb in
initial position. The sentences in (18) are examples.

(18) a. Hater geschlafen?
hasheslept

‘Did he sleep?’

b. Hater schlafenwollen?
hashesleep want

‘Did he want to sleep?

The fourth and fifth rules stand for intransitive verbs intsees where the verbs in the verbal complex
add an argument.

(19) a. Hatdas Kind ihn schlafen lassen?
‘Did the child let him sleep?’
b. Hatihn das Kind schlafen lassen?

The sixth and the seventh rule stand for sentences witmsitige verbs and a verbal complex in final
position that adds one argument .

(20) a. daR das Kind ihn schlafen lassen hat.
‘that the child let him sleep.’
b. daR ihn das Kind schlafen lassen hat.

In these rules the verbal complex functions as a normal h&dwe rule therefore can be used for
transitive verbs in final position as well.

(21) a. daB keine Frau diesen Mann liebt.
‘that no woman loves this man’
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b. dal diesen Mann keine Frau liebt.

For transitive verbs one has to add rules for head initiaitioos(17a—b), for a verbal complex that adds
one argument with the head in initial position (17c—d), amds for sentences with a verbal complex
in final position (17f=h). The ‘...’ stand for three more rsilwith appropriate permutations. So for
verbs with two complements we had to add+212 « 3!) rules. For a maximum af complements we
get:

(22) 2+ 3 i+ 2% (i +1)!
i=1

The 2 in (22) stands for the rules (16b—c), which are not pathe recursion. If one assumes a
maximum of 5 elements in the subcat list of lexical verbs, geis 1901 rules.

If rules are processed from left to right, verb-last sendésrke (23) introduce an enormous amount
of active edges since the arity of the appropriate rule iknotvn until the verbal complex is found.

(23) weil Hans Cecilia John das Nilpferd futtern helfen laft
‘because Hans lets Cecilia help John feed the hippo.’

3.2.1.2 A Lexical Rule

If one uses lexical rules that license lexical entries witlparmutations of the elements in a subcat
list, like the one discussed in section 3.1.1.2, the follayi7 phrase structure rules are sufficient if
one artificially restricts the length of the subcategororatist to five elements:

(24) H— H[SC<A>], A

H— A, H[SC <A>]

H— H[SC<A>], A, VC

H— H[SC<A,B>],A,B,VC

H— A, B, H[SC <A, B>]

H — H[SC<A,B>],A,B

H— H[SC<A,B,C>],A,B,C,VC

H— A, B, C, H[SC<A, B, C>]

H — H[SC<A,B,C>],A,B,C

H — H[SC<A,B,C,D>],A,B,C,D, VC

H— A, B, C, D, H[SC<A, B, C, D>]

H — H[SC<A, B,C,D>],A,B,C,D

H— H[SC<A,B,C,D,E>],A,B,C,D,E,VC
H— A, B,C,D, E,H[SC<A, B, C, D, BE>]

H— H[SC<A,B,C,D,E>],A,B,C,D,E
H— H[SC<A,B,C,D,E,F],A B,C,D,E,F,VC
H— A B,C,D,E,F H[SC<A,B,C,D, E, B]

S@ -0 200y

— XN — —

2 T o 5 3

The rules in (24) list the daughters in the same order as thyegaa in the subcat lists of the respective
heads. The permutations are accounted for by the lexiaal &0 in contrast to (16) and (17) there is
no permutation of subcat elements in the grammar rules in (24

For a maximum ofi complements we get.
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(25) 2+3*n

If one assumes a maximum of 5 elements in the subcat list bSy@ne gets 17 rules. See Meurers
(1994) for such a proposal and for other rules that are napessanalyze constructions that have not
been discussed here. In Meurers’ grammar the number of eongpits + subject is restricted to three,
i.e., he has rules that are equivalent to (25a—i).

To my knowledge, there is no HPSG grammar around that usestrflatures and that can be processed
with a system without lazy evaluation technictfesnd that accounts for adjuncts in thitelfeld.

3.2.2 Binary Branching Structures

In grammars that use binary branching structures (LS-Gkéarymobil) the description of adjuncts

is less problematic, since in such a setup adjuncts can feess@f every binary tree or terminal node.
In LS-Gram the scope facts were not accounted for. If onddith@ verb position in a linguistically
motivated way, one gets performance problems due to therensr search space (see section 3.1.2.2).

In both LS-Gram an®erbmobila lexical rule is used that permutes the elements of the slistogee
section 3.1.1.2). So two binary branching head-complem#es and two predicate complex rules are
sufficient.

(26) a. H— X, H[SC <X>]
b. H— H[SC<X>], X

(27) a. H— VC, HIVCOMP <VC>]
b. H— H[VCOMP <VC>], VC

3.2.3 Extraposition

As far as | know, there is no system/grammar around that doesse lazy evaluation and handles
extraposition in an adequate way. Despite of the known ratily of the phenomenon, extraposition
is described by local means in both the LS-Gram and/mdmobil grammar.

4 Discontinuous Constituents

Finally, | want to explain how the mentioned phenomena caar@yzed with discontinuous con-
stituents. In the Babel system can process a grammar aséh#esaoribed in the following directly.

4.1 ReativeFreeConstituent Order in the Mittelfeld

To parse the sentences in (1), a dominance structure ishwailis shown in figure 5 on the next page.
The elements that are circled are inserted into a list wiidalled word order domaimpm). In this
list the elements can appear in any order provided that nodrBtraint is violated.

This is formalized in the following way: Heads contain a dggon of themselves in their domain
list.

10see also footnote 4.
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VI[fin, SUBCAT <>]

TN

NP[nom] V[fin, SUBCAT < 1 >]

A

VI[fin, SUBCAT <1 2 >]
A y

NP[dat V[fin, SUBCAT <1 2[, 8 >

er das Buch dem Mann gab

Figure 5: Dominance Structure fagr das Buch dem Mann gab.

[PHON

SYNSEM

(28) . < PHON >

SYNSEM
lexical-sign

| lexical-sign ]
If a head is combined with complements or adjuncts or othpeddent elements, these are inserted
into the domain of the head.

(29) Construction of Domains:
HEAD-DTR|DOM

[1]

FILLER-DTRS [2]

DTRS [headed-structuf DTRS |ADJ-DTRS
= COMP-DTRS

CLUSTERDTRS [s]

phrasal-sign

oow MOEOREOMO[]

The () is theshufflerelation as used by Reape (1994). Hmaifflerelation holds between three lists
A, B, and C, iff C contains all elements of A and B and the ordethe elements of A and the order
of elements of B is preserved in C. So if a and b are elements aicha precedes b in A, it has to
precede b in C too.

ThePHON value of a phrasal sign is the concatenation offtheN values of its domain elements.
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[ PHON D...0

(30) [phrasal-sign =
[ ﬁ DOM sign sign

PHON ] [pHON ]>

In (30), & corresponds to thappendrelation.

If a phrase like (1a) is analyzed, it gets exactly the sameinkmse structure as (1f). The only
difference is that the constituents in (1f) are continuousereas for (1a) we get the discontinuous
constituentggab der Frauandgab der Frau das BuchAdverbs are inserted into the domain of their
head as well. Their free appearance inR€h#elfeld is therefore explained.

4.2 \Verb Position

In a domain based approach the verb is in the same linearnzdbmain as its adjuncts and com-
plements. It can be serialized either to their left in veritiahposition or to their right in verb final
position. The dominance structure is identical in both sag@ example that involves a discontinuous
projection is shown in figure 6. The scope facts are explainedsimilar way: Only the order of the

S[fin]
C
.=
V[fin, SUBCAT<[1 >]
C
L = |
\

V[fin, SUBCAT <1 [2>] NP[nom] [2 NP[acc]

liebt der Mann die Frau
Figure 6: Verb First with Discontinuous Constituents

combinations of adjuncts and heads is important. The osliei same regardless whether the verb is
in final or in inital position. Linearization rules ensureattan adjunct always has scope over all ad-
juncts to its right, i.e., the last adjunct in a linearizatomain is combined with the verb it modifies
first.

4.3 Extraposition

With discontinuous constituents, extraposition can b@acted for in a What You See Is What You
Get manner (WYSIWYG). Such an approach was suggested byKatl Pollard (1995), who com-
bine an extraposed element and its antecedent despitedikeomtinuity. In the process of word
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order domain formation, the extraposed constituent isriedan the higher domain separately. No
introduction of hypotheses is necessary.

5 Comparison

In the following theVerbmobil grammar will be compared with a grammar that uses discootisiu
constituents: the grammar of the Babel system, which wasldeed earlier and which was extended
to cover theverbmobildata. Both grammars provide an analysis for approximat@®f the gram-
matical input in theVerbmobil domain (appointment scheduling and trip planning). Thengnar
that uses discontinuous constituents accounts for adgxicaction, extraposition as a nonlocal de-
pendencyit extraposition, complex fronting, free relative clauses] depictive secondary predicates.
All these phenomena are very costly for grammars with cootiis constituents:

Figure 7 shows the amount of passive edges that are creaiad dudull parse relative to the utterance
length. Both systems parsed the utterances of the CDs 1nd®&of theVerbmobil project. These

CDs contain 10.340 utterances. Both grammars license xppeitely the same number of readings
per utterance (Babel 3.09 readings per utterance and thé&vdviamar 3.49 readings per utterance).

e — continuous
15000— o — discontinuous

12500
10000
7500
5000
2500

(generated by [incr tsdb()] — (c) oe@coli.uni-sh.de)
T L T T T f

T
2 4 6 8 10 12 14 16 18 20 22
String Length

Figure 7: Passive edges generated by the grammars durifigparke

The figure shows that the number of passive edges grows mandygin a system with continuous
constituents. For the curve of the grammar with continuaursstituents it is important to know that
an edge limit influenced the curve in the region over twelvedso The edge limit was necessary
since process sizes of higher then 2 GB were not allowed. Ranited parses | expect the curve
to grow in the same way as it grows up to twelve words. For avevelord utterance the number of
passive edges in a system with continuous constituentgli®hthan the number of passive edges for
a twenty-two-word sentence in a system with discontinuaursttuents.

Comparing these results, one thing has to be mentioned: iZ&efkthe feature structures in a system
that uses continuous constituents is smaller than the aizstriuctures in a system with discontinu-
ous constituents. The reason for this difference is thatsgséem with continuous constituents the

11see the electronic version of this document for a detailedudision of the phenomena including examples from the
Verbmobil domain and an explanation why these phenomena are exparsittp://www.dfki.de/~stefan/Pub/e_discont.
html).
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daughters of a feature structure need not be stored durirginga In a system with discontinuous
constituents however, the domain elements have to be stoesth newly constructed edge. Linear
precedence constraints can instantiate features of doatetiments that are co-indexed elsewhere in
the structure. So at least the immediate daughters haveusdaeduring parsing.

6 Summary and Outlook

It has been shown that the domain-based grammar is betted gaiparse sentences with a sentence
length of up to 22 words. The search space for such sentemcerssiderably smaller. Théerbmobil
corpus contains sentences with a length of up to 60 wordshbutumber of sentences with more than
22 words is not significant (2.3 % of 23,547 utterances).rtams to be seen how different grammars
behave when it comes to sentences longer than the ones osdnfisabken language.

An interesting direction for further research is to impleta grammar that can be processed with
one system in two different modes: with and without disawnius constituents. Since the part of
the Verbmobil grammar that accounts for constituent order does not erervith other parts of the
grammar it can be separated easily and the other lineanzatodule can be plugged in. A system that
can process both kinds of grammars is currently under denedat in Tubingen (Fouvry and Meurers,
2000). With such a system at hand it becomes possible to gemyatimes which is not possible now
since there are to many varying parameters as for instarstersyspecific memory requirements.
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